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Abstract

We introduce the notion of a quasi DG category, generalizing that of a DG category.
To a quasi DG category satisfying certain additional conditions, we associate another
quasi DG category, the quasi DG category of C-diagrams. We then show the homotopy
category of the quasi DG category of C-diagrams has the structure of a triangulated
category. This procedure is then applied to produce a triangulated category of mixed
motives over a base variety.
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In this paper we introduce the notion of a quasi DG category , and give a procedure to
construct a triangulated category associated to it. Then we apply it to the construction of the
triangulated category of mixed motivic sheaves over a base variety. If the base variety is the
Spec of the ground field, this coincides with the triangulated category of motives as in [6].

The notion of a quasi DG category is a generalization of that of a DG category. Recall
that a DG category is an additive category C, such that for a pair of objects X, Y the group
of homomorphisms F (X,Y ) has the structure of a complex, and the composition F (X,Y ) ⊗
F (Y, Z) → F (X,Z) is a map of complexes. (See §0 for the sign convention for the tensor
product of complexes.)

A quasi DG category (which is not really a category) also consisits of a class of objects, and
for a pair of objects there corresponds a complex F (X,Y ). But there is no composition map
F (X, Y )⊗ F (Y, Z)→ F (X,Z). Instead, we have the following structure:

(1) There is a quasi-isomorphic subcomplex

ι : F (X,Y )⊗̂F (Y, Z) ↪→ F (X,Y )⊗ F (Y, Z) .

(2) There is another complex F (X, Y, Z) and a surjective quasi-isomorphism

σ : F (X,Y, Z)→ F (X,Y )⊗̂F (Y, Z) .

(3) There is a map of complexes φ : F (X, Y, Z)→ F (X,Z) .

In the derived category at least, one has an induced map F (X, Y ) ⊗ F (Y, Z) → F (X,Z)
obtained by composing ι−1, σ−1, and φ. In particular there is a map ψY : H0F (X, Y ) ⊗
H0F (Y, Z)→ H0F (X,Z).
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The above pattern persists for more than three objects as follows.

(1) For each sequence of objects,X1, · · ·Xn (n ≥ 2), there corresponds a complex F (X1, · · · , Xn).
For a subset of integers S = {i1, · · · , ia−1} ⊂ (1, n), let i0 = 1, ia = n and

F (X1, · · · , Xn ⌉⌈S) := F (Xi0 , · · · , Xi1)⊗ F (Xi1 , · · · , Xi2)⊗ · · · ⊗ F (Xia−1 , · · · , Xia) .

There is a complex F (X1, · · · , Xn|S) and an injective quasi-isomorphism

ιS : F (X1, · · · , Xn|S) ↪→ F (X1, · · · , Xn ⌉⌈S) .

We assume F (X1, · · · , Xn|∅) = F (X1, · · · , Xn).
(2) For S ⊂ S ′ there is a surjective quasi-isomorphism

σS S′ : F (X1, · · · , Xn|S)→ F (X1, · · · , Xn|S ′) .

For S ⊂ S ′ ⊂ S ′′, σS S′′ = σS′ S′′σS S′ . In particular we have σS := σ∅S : F (X1, · · · , Xn) →
F (X1, · · · , Xn|S).

(3) For K = {k1, · · · , kb} ⊂ (1, n) disjoint from S, there is a map

φK : F (X1, · · · , Xn|S)→ F (X1, · · · , X̂k1 , · · · , X̂kb , · · · , Xn|S) .

If K is the disjoint union of K ′ and K ′′, one has φK = φK′φK′′ .
If K and S ′ are disjoint σS S′ and φK commute. The injection ιS and the maps σ, φ are

compatible (see §1 for what this means).

These are the main data of a quasi DG category. A few other conditions are required, as
we briefly mention below ( see (1.5) for details).

• There is direct sum for objects: X ⊕ Y . There is the zero object O. The complexes
F (X1, · · · , Xn|S) are required to be additive in each variable, in an appropriate sense.

• For each object X there is the identity element 1X in H0F (X,X).

A DG category may be regarded as a quasi DG category. Indeed take F (X1, · · · , Xn) =
F (X1, X2) ⊗ · · · ⊗ F (Xn−1, Xn), F (X1, · · · , Xn|S) = F (X1, · · · , Xn) for any S, σS S′ to be
identities, and φK to be the composition at Xk, k ∈ K.

To a quasi DG category C one can associate an additive category Ho(C), called the ho-
motopy category of C; it is the category in which the objects are the same as for C, and the
homomorphism group is H0F (X, Y ), and the composition is the map ψY above.

In §§2 and 3, we take a quasi DG category C satisfying two additional conditions on the
complexes F (X1, · · · , Xn). These are the existence of diagonal elements and diagonal extension
(1.5)(iv), and the existence of a generating set, notion of proper intersection, and distinguished
subcomplexes, (1.5)(v). For such C, we produce another quasi DG category C∆, where the
objects are what we call C-diagrams in C, see (1.8). We must also define the complexes
F(K1, · · · , Kn) for a sequence of C-diagrams, together with maps σ and φ. We do this in §2,
and also verify other axioms of a quasi DG category.

We can thus consider the homotopy category of C∆; in §3 we prove:

Main Theorem. Let C be a quasi DG category satisfying the conditions (iv),(v) of (1.5).
Let C∆ be the quasi DG category of C-diagrams in C, and Ho(C∆) its homotopy category. Then
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Ho(C∆) has the structure of a triangulated category. For an object X of C there corresponds
an object (written by the same X) in C∆. For two such objects and n ∈ Z we have

HomHo(C∆)(X, Y [n]) = HnF (X, Y ) .

So far there is no geometry involved. For us the main example of a quasi DG category
is that of symbols over a quasi-projective variety S, denoted Symb(S), see [8] for details. A
typical object of Symb(S) is of the form (X, r), where r is an integer and X a smooth variety
with a projective map to S. For two such objects (X, r) and (Y, s), the corresponding complex
F ((X, r), (Y, s) ) is quasi-isomorphic to ZdimY−s+r(X ×S Y, •), the cycle complex of the fiber
product X ×S Y (See [1], [2], [3] for the cycle complex and higher Chow groups.) We refer to
[8] for the construction of the complexes

F ((X1, r1), · · · , (Xn, rn)|S)

and the maps ιS, σS S′ , and φK . The additional conditions (1.5), (iv) and (v) are satisfied for
Symb(S).

In §4 we apply this construction of §§2 and 3 to Symb(S). The resulting triangulated
category D(S) := Ho(Symb(S)∆) is by definition the triangulated category of mixed motives
over S. For S = Spec k the construction of the triangulated category in [6] is similar but
simpler since then Symb(S) is (almost) a DG category, and the notion of C-diagrams is simpler.
(Essentially the same idea appeared in [9], preceding [6].) It is useful to have a construction
of D(k) via C-diagrams, because one can construct objects concretely using cycles; see for
example [11].

In case S = Spec k, the work [6], [7] deals with not only the construction of the triagulated
category D(k), but also the cohomology realization functor and the functor of cohomological
motives (which associates to each quasi-projective variety X its motive h(X) in D(k)). We will
discuss these problems in a separate paper.

We collected basic notions in §0; at the beginning of each section we indicated which is
needed from §0. On the technical aspect, we point out two problems for the reader. The
first is the delicate question of signs; wherever it is an issue we elaborated on it. The second
is the question of general positions (choice of distinguished subcomplexes); one may find it
cumbersome at first, but it can always be managed for our purposes. On this also we have
given enough details.

Acknowledgements. We would like to thank S. Bloch, B. Kahn and P. May for helpful
discussions.

0 Basic notions

(0.1) Multiple complexes. By a complex of abelian groups we mean a graded abelian group
A• with a map d of degree one satisfying dd = 0. If u : A → B and v : B → C are maps of
complexes, we define u ·v : A→ C by (u ·v)(x) = v(u(x)). So u ·v is v ◦u in the usual notation.
As usual we also write vu for v ◦ u (but not for v · u).

A double complex A = (Ai,j; d′, d′′) is a bi-graded abelian group with differentials d′ of
degree (1, 0), d′′ of degree (0, 1), satisfying d′d′′ + d′′d′ = 0. Its total complex Tot(A) is the
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complex with Tot(A)k =
⊕

i+j=k A
i,j and the differential d = d′ + d′′. In contrast a “double”

complex A = (Ai,j; d′, d′′) is a bi-graded abelian group with differentials d′ of degree (1, 0), d′′ of
degree (0, 1), satisfying d′d′′ = d′′d′. Its total complex Tot(A) is given by Tot(A)k =

⊕
i+j=k A

i,j

and the differential d = d′ + (−1)id′′ on Ai,j.
Let (A, dA) and (B, dB) be complexes. Then (Ai,j = Aj ⊗ Bi; 1⊗ dB, dA ⊗ 1) is a “double”

complex; notice the first grading comes from the grading of B. Its total complex has differential
d given by

d(x⊗ y) = (−1)deg ydx⊗ y + x⊗ dy .
Note this differs from the usual convention.

More generally n ≥ 2 one has the notion of n-tuple complex and “n-tuple” complex. An
n-tuple (resp. “n-tuple”) complex is a Zn-graded abelian group Ai1,··· ,in with differentials
d1, · · · , dn, dk raising ik by 1, such that for k ̸= ℓ, dkdℓ + dℓdk = 0 (resp. dkdℓ = dℓdk).
A single complex Tot(A), called the total complex, is defined in either case. As a variant one
can define partial totalization: For a subset S = [k, ℓ] ⊂ [1, n] with cardinality ≥ 2, one can
“totalize” in degrees in S, so the result TotS(A) is an m-tuple (resp. “m-tuple”) complex,
where m = n− |S|+ 1.

For n complexes A•
1, · · · , A•

n, the tensor product A•
1 ⊗ · · · ⊗ A•

n is an “n-tuple” complex.
The difference between n-tuple and “n-tuple” complexes is slight, so we often do not make

the distinction. There is an obvious notion of maps of n-tuple (“n-tuple”) complexes.
If A is an n-tuple complex and B an m-tuple complex, and when S = [k, ℓ] ⊂ [1, n] with

m = n− |S|+ 1 is specified, one can talk of maps of m-tuple complexes TotS(A)→ B. When
the choice of S is obvious from the context, we just say maps of multiple complexes A→ B. For
example if A is an n-tuple complex and B an (n− 1)-tuple complex, for each set S = [k, k+1]
in [1, n] one can speak of maps of (n − 1)-tuple complexes TotS(A) → B; if n = 2 there is no
ambiguity.

(0.1.1) Multiple subcomplexes of a tensor product complex. Let A and B be complexes.
A double subcomplex Ci,j ⊂ Ai ⊗ Bj is a submodule closed under the two differentials. If
Tot(C) ↪→ Tot(A⊗B) is a quasi-isomorphism, we way C• • is a quasi-isomorphic subcomplex.
It is convenient to let A•⊗̂B• denote such a subcomplex. (Note it does not mean the tensor
product of subcomplexes of A and B.) Likewise a quasi-isomorphic multiple subcomplex of
A•

1 ⊗ · · · ⊗ A•
n is denoted A•

1⊗̂ · · · ⊗̂A•
n.

(0.2) Finite ordered sets, partitions and segmentations. Let I be a non-empty finite totally
ordered set (we will simply say a finite ordered set), so I = {i1, · · · , in}, i1 < · · · < in, where
n = |I|. The initial (resp. terminal) element of I is i1 (resp. in); let in(I) = i1, tm(I) = in. If

n ≥ 2, let
◦
I = I − {in(I), tm(I)}.

If I = {i1, · · · , in}, a subset I ′ of the form [ia, ib] = {ia, · · · , ib} is called a sub-interval.
In the main body of the paper, for the sake of concreteness we often assume I = [1, n] =

{1, · · · , n}, a subset of Z. More generally a finite subset of Z is an example of a finite ordered
set.

A partition of I is a disjoint decomposition into sub-intervals I1, · · · , Ia such that there is a
sequence of integers i < i1 < · · · < ia−1 < j so that Ik = [ik−1, ik−1], with i0 = i and ia = j+1.

So far we have assumed I and Ii to be of cardinality ≥ 1. In some contexts we allow
only finite ordered sets with at least two elements. There instead of partition the following

notion plays a role. Given a subset of
◦
I , Σ = {i1, · · · , ia−1}, where i1 < i2 < · · · < ia−1, one
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has a decomposition of I into the sub-intervals I1, · · · , Ia, where Ik = [ik−1, ik], with i0 = i1,
ia = in. Thus the sub-intervals satisfy Ik ∩ Ik+1 = {ik} for k = 1, · · · , a − 1. The sequence of
sub-intervals I1, · · · , Ia is called the segmentation of I corresponding to Σ. (The terminology
is adopted to distinguish it from the partition).

Finite ordered sets of cardinality ≥ 1 and partitions appear in connection with a sequence
of fiberings. On the other hand, finite ordered sets of cardinality ≥ 2 and segmentations appear
when we consider a sequence of varieties (or an associated sequence of fiberings). See below.

(0.3) Tensor product of “Double” complexes. Let A•,• = (Aa,p; d′A, d
′′
A) be a “double” complex

(so d′ has degree (1, 0), d′′ has degree (0, 1), and d′d′ = 0, d′′d′′ = 0 and d′d′′ = d′′d′). The
associated total complex Tot(A) has differential dA given by dA = d′ + (−1)ad′′ on Aa,p. The
association A 7→ Tot(A) forms a functor. Let (Bb,q; d′B, d

′′
B) be another “double” complex. Then

the tensor product of A and B as “double” complexes, denoted A•,•×B•,•, is by definition the
“double” complex (Ec,r; d′E, d

′′
E), where

Ec,r =
⊕

a+b=c ,p+q=r

Aa,p ⊗Bb,q

and d′E = (−1)bd′A ⊗ 1 + 1⊗ d′B, d′′E = (−1)qd′′A ⊗ 1 + 1⊗ d′′B.
The tensor product complex Tot(A) ⊗ Tot(B) and the total complex of A•,• × B•,• are

related as follows. There is an isomorphism of complexes

u : Tot(A)⊗ Tot(B)→ Tot(A•,• ×B•,•)

given by u = (−1)aq · id on the summand Aa,p ⊗Bb,q.
Let A, B, C be “double” complexes. One has an obvious isomorphism of “double” complexes

(A×B)× C = A× (B × C); it is denoted A×B × C. The following diagram commutes:

Tot(A)⊗ Tot(B)⊗ Tot(C)
u⊗1−−−→ Tot(A×B)⊗ Tot(C)y1⊗u

yu
Tot(A)⊗ Tot(B × C) u−−−→ Tot(A×B × C) .

The composition defines an isomorphism u : Tot(A)⊗ Tot(B)⊗ Tot(C)
∼→ Tot(A×B × C).

One can generalize this to the case of tensor product of more than two “double” complexes.
If A1, · · · , An are “double” complexes, there is an isomorphism of complexes

un : Tot(A1)⊗ · · · ⊗ Tot(An)→ Tot(A1 × · · · × An)

which coincides with the above u if n = 2, and is in general a composition of u’s in any order.
As in case n = 3, one has commutative diagrams involving u’s; we leave the details to the
reader.

Let A, B, C be “double” complexes and ρ : A•,• × B•,• → C•,• be a map of “double”
complexes, namely it is bilinear and for α ∈ Aa,p and β ∈ Bb,q,

d′ρ(α⊗ β) = ρ((−1)bd′α⊗ β + α⊗ d′β)

and
d′′ρ(α⊗ β) = ρ((−1)qd′′α⊗ β + α⊗ d′′β) .
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Composing Tot(ρ) : Tot(A × B) → Tot(C) with u : Tot(A) ⊗ Tot(B)
∼→ Tot(A × B), one

obtains the map
ρ̂ : Tot(A)⊗ Tot(B)→ Tot(C) ;

it is given given by (−1)aq · ρ on the summand Aa,p ⊗Bb,q.
The same holds for a map of “double” complexes ρ : A1 × · · · × An → C.

(0.4)The subcomplex ΦA. Let (A• •; d1, d2) be a “double” complex satisfying
(i) Aa,p = 0 if p < 0,
(ii) The sequence of complexes

A• 0 d2−−−→A• 1 d2−−−→· · ·

is exact.
We then let ΦA be the kernel of d2 : A• 0 → A• 1. Then one has an exact sequence of

complexes
0→ (ΦA)• → A•,0 d2−−−→A•,1 d2−−−→· · · .

ΦA a complex with differential d1, and the inclusion ΦA ↪→ Tot(A• •) is a quasi-isomorphism.
(The differential of Tot(A) is now defined to be u 7→ (−1)deg2 ud1(u) + d2(u).) The association
A 7→ ΦA forms an exact functor from the category of “double” complexes satisfying the condi-
tions (i), (ii) to the category of complexes. ΦA is so to speak the peripheral complex of A• • in
the second direction.

This can be generalized to the case of “n-tuple” complexes (A• ··· •; d1, · · · , dn) satisfying the
conditions similar to (i), (ii) with respect to the last degree and differential. Then Φ(A) =
Ker(dn) is an “(n− 1)-tuple” complex.

If A• • and B• • are “double” complexes satisfying (i), (ii), then A• •⊗B• • is a “quadruple”
complex. By the Künnneth formula, Tot24(A

• • ⊗ B• •) is a “triple” complex satisfying (i), (ii)
with respect to the third degree, and one has

Φ(A• •)⊗ Φ(B• •) = Φ(Tot24(A
• • ⊗B• •) )

as a “double” complex.
This generalizes to “n-tuple” complexes. For example if A• • • and B• • • are “triple” com-

plexes satisfying (i), (ii), then A• • • ⊗ B• • • is a “6-tuple” complex. Tot36(A
• • • ⊗ B• • •) is a

“5-tuple” complex satisfying (i), (ii) with respect to the last degree, and one has

Φ(A• • •)⊗ Φ(B• • •) = Φ(Tot36(A
• • • ⊗B• • •) )

as a “quadruple” complex.
We now explain a procedure to give a quasi-isomorphic subcomplex of the last complex (this

will be used in §2). Assume we have a quasi-isomorphic “6-tuple” subcomplex A• • •⊗̂B• • • ↪→
A• • • ⊗ B• • •, see (0.1.1) for notation. Then ΦTot36(A

• • •⊗̂B• • •) is a quasi-isomorphic sub-
complex of ΦTot36(A

• • • ⊗B• • •) = Φ(A• • •)⊗ Φ(B• • •). We set

Φ(A• • •)⊗̂Φ(B• • •) := ΦTot36(A
• • •⊗̂B• • •) .
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1 Quasi DG categories.

We refer to (0.1) for multiple complexes and tensor product of complexes. In this section we
will consider sequences of objects indexed by [1, n] = {1, · · · , n}, or more generally by a finite
(totally) ordered set I. For notions related to finite ordered sets see (0.2).

(1.1) ADG category C is an additive category such that for objectsX, Y the group HomC(X,Y )
has the structure of a complex of abelian groups, written F (X,Y )•, and the composition of
arrows

F (X, Y )• ⊗ F (Y, Z)• → F (X,Z)•

which sends u ⊗ v to u · v, is a map of complexes. Here to u : X → Y and v : Y → Z there
corresponds the product u · v : X → Z, which is the composition v ◦ u in the usual notation.

A complex of abelian groups A• is said to be degree-wise Z-free if for each p there is a set
S
p
A such that Ap = ZSpA.

(1.2) Definition. A weak quasi DG category C consists of the following data.
(i) The class of objects Ob(C). There is a distinguished object O, called the zero object.

There is direct sum of objects X ⊕ Y , and one has (X ⊕ Y )⊕ Z = X ⊕ (Y ⊕ Z).
(ii) For each sequence of irreducible objectsX1, · · · , Xn (n ≥ 2), a complex of abelian groups

F (X1, · · · , Xn).
It is additive in each variable, by which we mean the following. If a variable Xi = O, then

it is zero. If X1 = Y1 ⊕ Z1, then one has a direct sum decomposition of complexes

F (Y1 ⊕ Z1, X2, · · · , Xn) = F (Y1, · · · , Xn)⊕ F (Z1, · · · , Xn) .

The same for Xn. If 1 < i < n and Xi = Yi ⊕ Zi, then there is a direct sum decomposition of
complexes

F (X1, · · · , Xi−1, Yi ⊕ Zi, Xi+1, · · · , Xn)

= F (X1, · · · , Yi, · · · , Xn)⊕ F (X1, · · · , Zi, · · · , Xn)

⊕F (X1, · · · , Yi)⊗ F (Zi, · · · , Xn)⊕ F (X1, · · · , Zi)⊗ F (Yi, · · · , Xn) .

We often refer to the last two terms as the cross terms. Note if F (X,Y ) is a complex, additive in
each variable, then the tensor product F (X1, X2)⊗F (X2, X3)⊗· · ·⊗F (Xn−1, Xn) is additive in
each variable in the above sense. So additivity here means “quadratic additivity”, so to speak.

(iii) Two types of maps as follows. For 1 < k < n a map of complexes

τXk
: F (X1, · · · , Xn)→ F (X1, · · · , Xk)⊗ F (Xk, · · · , Xn) ,

and for 1 < ℓ < n a map of complexes

φXℓ
: F (X1, · · · , Xn)→ F (X1, · · · , X̂ℓ, · · · , Xn) .

τXk
is assumed to be a quasi-isomorphism.
τk is additive in each variable in the following sense: If Xk = Yk ⊕ Zk, then τk(X1, · · · , Xn)

is the direct sum of

τk(X1, · · · , Yk, · · · , Xn) : F (X1, · · · , Yk, · · · , Xn)→ F (X1, · · · , Yk)⊗ F (Yk, · · · , Xn) ,
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τk(X1, · · · , Zk, · · · , Xn) : F (X1, · · · , Zk, · · · , Xn)→ F (X1, · · · , Zk)⊗ F (Zk, · · · , Xn) ,

and the identity maps on the cross terms

F (X1, · · · , Yk)⊗ F (Zk, · · · , Xn)⊕ F (X1, · · · , Zk)⊗ F (Yk, · · · , Xn) .

If i < k and Xi = Yi ⊕ Zi, then τk(X1, · · · , Xn) is the direct sum of τXk
(X1, · · · , Yi, · · · , Xn),

τXk
(X1, · · · , Zi, · · · , Xn), and in addition, if i > 0, the following maps on the cross terms:

1⊗ τXk
: F (X1, · · · , Yi)⊗ F (Zi, · · · , Xn)→ F (X1, · · · , Yi)⊗ F (Zi, · · · , Xk)⊗ F (Xk, · · · , Xn) ,

1⊗ τXk
: F (X1, · · · , Zi)⊗ F (Yi, · · · , Xn)→ F (X1, · · · , Zi)⊗ F (Yi, · · · , Xk)⊗ F (Xk, · · · , Xn) .

Similarly if i > k.
The φXℓ

is additive in each variable, as follows. AssumeXi = Yi⊕Zi. Then φXℓ
(X1, · · · , Xn)

is the direct sum of φXℓ
(X1, · · · , Yi, · · · , Xn), φXℓ

(X1, · · · , Zi, · · · , Xn), and the following maps
on the cross terms: If i < ℓ, the maps

1⊗ φXℓ
: F (X1, · · · , Yi)⊗ F (Zi, · · · , Xℓ, · · · , Xn)→ F (X1, · · · , Yi)⊗ F (Zi, · · · , X̂ℓ, · · · , Xn)

and 1⊗φXℓ
on F (X1, · · · , Zi)⊗F (Yi, · · · , X̂ℓ, · · · , Xn); if i = ℓ, the zero maps; if i > ℓ similar

to the case i < ℓ.
These maps satisfy the conditions below.

(1) For two elements k < ℓ in (1, n), (1 ⊗ τXℓ
)τXk

= (τXk
⊗ 1)τXℓ

, namely the following
square commutes:

F (X1, · · · , Xn)
τXk−−−→ F (X1, · · · , Xk)⊗ F (Xk, · · · , Xn)yτXℓ

y1⊗τXℓ

F (X1, · · · , Xℓ)⊗ F (Xℓ, · · · , Xn)
τXk

⊗1
−−−→ F (X1, · · · , Xk)⊗ F (Xk, · · · , Xℓ)⊗ F (Xℓ, · · · , Xn) .

(2) For two elements k < ℓ in (1, n), φXℓ
φXk

= φXk
φXℓ

, namely the following commutes:

F (X1, · · · , Xn)
φXk−−−→ F (X1, · · · , X̂k, · · · , Xn)yφXℓ

yφXℓ

F (X1, · · · , X̂ℓ, · · · , Xn)
φXk−−−→ F (X1, · · · , X̂k, · · · , X̂ℓ, · · · , Xn) .

(3) For distinct elements k and ℓ in (1, n), τXℓ
φXk

= (φXk
⊗ 1)τXℓ

if k < ℓ, and τXℓ
φXk

=
(1⊗ φXk

)τXℓ
if k > ℓ. The following diagram is for k < ℓ.

F (X1, · · · , Xn)
φXk−−−→ F (X1, · · · , X̂k, · · · , Xn)yτXℓ

yτXℓ

F (X1, · · · , Xℓ)⊗ F (Xℓ, · · · , Xn)
φXk

⊗1
−−−→ F (X1, · · · , X̂k, · · · , Xℓ)⊗ F (Xℓ, · · · , Xn)

We often simply write τk, φk for τXk
, φXk

. Then the equality in (1) reads (1 ⊗ τℓ)τk =
(τk ⊗ 1)τℓ. Note τℓ is not necessarily the ℓ-th τ -map.

(4) Existence of the identity in the ring H0F (X,X). This condition will be stated in (1.4).
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For a finite ordered set I and a collection of objects (Xi)i∈I indexed by I, one can define
the complex F ((Xi)i∈I ), or F (I) for short. Then the conditions (1)-(3) can be stated more
naturally.

(1.3) It is convenient to reformulate the above conditions as follows. For a subset I =
{ℓ1, · · · , ℓa} ⊂ [1, n], write F (I) in place of F (Xℓ1 , · · · , Xℓa) for abbreviation. For a subset
S = {i1, · · · , ia} ⊂ (1, n), let

F (X1, · · · , Xn ⌉⌈S) := F (X1, · · · , Xi1)⊗ F (Xi1 , · · · , Xi2)⊗ · · · ⊗ F (Xia , · · · , Xn)

be the tensor product complex; in other words, if I1, · · · , Ia is the segmentation (see (0.2) )
corresponding to S, F (X1, · · · , Xn ⌉⌈S) = F (I1) ⊗ · · · ⊗ F (Ia). Note F (X1, · · · , Xn ⌉⌈∅) =
F (X1, · · · , Xn). We also write F ([1, n] ⌉⌈S) for F (X1, · · · , Xn ⌉⌈S).

More generally for I ⊂ [1, n] let
◦
I = I −{in(I), tm(I)}. For a subset S of

◦
I one defines the

complex F (I ⌉⌈S) in a similar manner.
The complex F (X1, · · · , Xn ⌉⌈S) is additive in each variable. If a variable Xi = O, then it

is zero. If Xi = Yi ⊕ Zi, then

F (X1, · · · , Xi−1, Yi ⊕ Zi, Xi+1, · · · , Xn ⌉⌈S)
= F (X1, · · · , Yi, · · · , Xn ⌉⌈S)⊕ F (X1, · · · , Zi, · · · , Xn ⌉⌈S)
⊕F (X1, · · · , Yi ⌉⌈S1)⊗ F (Zi, · · · , Xn ⌉⌈S2)⊕ F (X1, · · · , Zi ⌉⌈S1)⊗ F (Yi, · · · , Xn ⌉⌈S2) ,

where S1, S2 is the partition of S by i, namely S1 = S ∩ (1, i), S2 = S ∩ (i, n). (The last two
terms are not there if i = 1 or n.)

For subsets S ⊂ S ′ of
◦
I we will define a map

τS S′ : F (I ⌉⌈S)→ F (I ⌉⌈S ′) .

Let
τS : F (I)→ F (I ⌉⌈S)

be the composition of τXk
’s for k ∈ S. Define for S ⊂ S ′ the map τS S′ as follows. If S = ∅, let

τ∅S′ = τS′ . In general let I1, · · · , Ia be the segmentation of I corresponding to S, S ′
i = S ′ ∩

◦
Ii,

and τS′
i
: F (Ii)→ F (Ii ⌉⌈S ′

i) be the map just defined. Then

τSS′ :=
⊗
i

τS′
i
:
⊗
i

F (Ii)→
⊗
i

F (Ii ⌉⌈S ′
i ) = F (I ⌉⌈S) .

The τSS′(X1, · · · , Xn) is additive in each variable, namely if Xi = Yi⊕Zi, then τSS′(X1, · · · , Xn)
is the direct sum of the maps τSS′(X1, · · · , Yi, · · · , Xn), τSS′(X1, · · · , Zi, · · · , Xn), and the maps

τS1S′
1
⊗τS2S′

2
: F (X1, · · · , Yi ⌉⌈S1)⊗F (Zi, · · · , Xn ⌉⌈S2)→ F (X1, · · · , Yi ⌉⌈S ′

1)⊗F (Zi, · · · , Xn ⌉⌈S ′
2) ,

τS1S′
1
⊗τS2S′

2
: F (X1, · · · , Zi ⌉⌈S1)⊗F (Yi, · · · , Xn ⌉⌈S2)→ F (X1, · · · , Yi ⌉⌈S ′

1)⊗F (Zi, · · · , Xn ⌉⌈S ′
2)

on the cross terms.
For K = {k1, · · · , kb} ⊂ (1, n) disjoint from S, we define a map

φK : F (X1, · · · , Xn ⌉⌈S)→ F (X1, · · · , X̂k1 , · · · , X̂kb , · · · , Xn ⌉⌈S) ;
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More generally for I ⊂
◦
I and K ⊂

◦
I disjoint from S, we have φK : F (I ⌉⌈S) → F (I −K ⌉⌈S).

If S = ∅, φK is the composition of φk for k ∈ K; in general, let I1, · · · , Ia be the segmentation
of [1, n] corresponding to S, and

φK :=
⊗
i

φK∩Ii :
⊗
i

F (Ii)→
⊗
i

F (Ii −K) .

It is additive in each variable in the following sense: If Xi = Yi ⊕ Zi, then the map
φK(X1, · · · , Xn) is the sum of φK(X1, · · · , Yi, · · · , Xn), φK(X1, · · · , Zi, · · · , Xn), and, if i ̸∈ K,
the maps

φK1 ⊗ φK2 on F (X1, · · · , Yi ⌉⌈S1)⊗ F (Zi, · · · , Xn ⌉⌈S2) ,

φK1 ⊗ φK2 on F (X1, · · · , Zi ⌉⌈S1)⊗ F (Yi, · · · , Xn ⌉⌈S2)

on the cross terms (K1, K2 is the partition of K by i), and if i ∈ K, the zero maps on the cross
terms.

These maps satisfy the following properties. Conversely given maps τSS′ and φK satisfying
those properties, the maps τk = τ∅,k and φℓ satisfy the conditions (1)-(3) in (1.2), and the
derived maps from them coincide with τSS′ and τK .

(1) τS S′ is a quasi-isomorphism. For S ⊂ S ′ ⊂ S ′′, τS′S′′τSS′ = τSS′′ . The map τSS′ is
compatible with tensor product as follows: For a subset T ⊂ S, I1, · · · , Ic the segmentation

corresponding to T , and Si = S ∩
◦
Ii; note F (I ⌉⌈S) = F (I1 ⌉⌈S1)⊗ · · · ⊗ F (Ic ⌉⌈Sc). For S ⊂ S ′,

with S ′
i = S ′ ∩

◦
Ii the following commutes:

F (I ⌉⌈S) = F (I1 ⌉⌈S1)⊗ · · · ⊗ F (Ic ⌉⌈Sc)yτSS′

y⊗τSi S
′
i

F (I ⌉⌈S ′) = F (I1 ⌉⌈S ′
1)⊗ · · · ⊗ F (Ic ⌉⌈S ′

c) .

(2) If K is the disjoint union of K ′ and K ′′, φK = φK′′φK′ . Also φK is compatible with
tensor product, namely under the same assumption as in (1) and withKi = K∩Ii, the following
diagram commutes:

F (I ⌉⌈S) = F (I1 ⌉⌈S1)⊗ · · · ⊗ F (Ic ⌉⌈Sc)yφK

y⊗φKi

F (I −K ⌉⌈S) = F (I1 −K1 ⌉⌈S1)⊗ · · · ⊗ F (Ic −Kc ⌉⌈Sc) .

(3) If K and S ′ are disjoint the following commutes:

F (I ⌉⌈S) φK−−−→ F (I −K ⌉⌈S)yτSS′

yτSS′

F (I ⌉⌈S ′)
φK−−−→ F (I −K ⌉⌈S ′) .

(1.4) A weak quasi DG category C is not a category in the usual sense, since the composition
is not defined. Nevertheless, one has composition in a weak sense.

For three objects X, Y and Z, let

ψY : F (X,Y )⊗ F (Y, Z)→ F (X,Z)
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be the map in the derived category defined as the composition φY ◦ (σY )−1 where the maps are
as in

F (X,Y )⊗ F (Y, Z) σY←−−−F (X, Y, Z) φY−−−→F (X,Z) .
The map ψY is verified to be associative, namely the following commutes in the derived category:

F (X,Y )⊗ F (Y, Z)⊗ F (Z,W )
ψY ⊗id−−−→F (X,Z)⊗ F (Z,W )yid⊗ψZ

yψZ

F (X, Y )⊗ F (Y,W )
ψY−−−→ F (X,W ) .

Let H0F (X,Y ) be the 0-th cohomology of F (X,Y ). ψY induces a map

ψY : H0F (X, Y )⊗H0F (Y, Z)→ H0(F (X, Y )⊗ F (Y, Z) ) H
0ψY−−−→H0F (X,Z) ,

which is associative. In particular H0F (X,X) is a ring. We often write u · v for ψY (u⊗ v).
The last condition (4) for a weak quasi DG category is:

(4) For each X there is an element 1X ∈ H0F (X,X) such that 1X · u = u for any u ∈
H0F (X,Y ) and u · 1X = u for u ∈ H0F (Y,X). (Call such 1X the identity.)

Thus one can associate to C an additive category, the associated homotopy category, denoted
by Ho(C). Objects of Ho(C) are the same as the objects of C, and Hom(X,Y ) := H0F (X, Y ).
Composition of arrows is the map induced from ψY . The object 0 is the zero object, and the
direct sum X ⊕ Y is the direct sum in the categorical sense. 1X gives the identity X → X.

Remark. More generally we have maps ψY : HmF (X, Y ) ⊗ HnF (Y, Z) → Hm+nF (X,Z)
for m,n ∈ Z, defined in a similar manner. The groups HmF (X,Y ) and the composition maps
for them play roles when we consider the quasi DG category C∆.

(1.5) A quasi DG category C consists of data (i)-(iii), satisfying the conditions (1)-(5). When
necessary we will also impose additional structure (iv),-(v).

(i) The class of objects Ob(C). There is a distinguished object O, called the zero object.
There is direct sum of objects X ⊕ Y , and one has (X ⊕ Y )⊕ Z = X ⊕ (Y ⊕ Z).

(ii) Multiple complexes F (X1, · · · , Xn). For each sequence of irreducible objects X1, · · ·Xn

(n ≥ 2), a complex of abelian groups F (X1, · · · , Xn).
For a subset S ⊂ (1, n), we have F (X1, · · · , Xn ⌉⌈S) := F (I1)⊗ · · · ⊗ F (Ia) as in (1.3); this

is an a-tuple complex. As before for a finite ordered set I and a sequence of objects (Xi)i∈I ,
one has F (I) = F (I;X) and F (I|S) = F (I|S;X).

(iii) Multiple complexes F (X1, · · · , Xn|S) and maps ιS, σS S′ and φK.

(1) We require given a quasi-isomorphic multiple subcomplex of abelian groups

ιS : F (X1, · · · , Xn|S) ↪→ F (X1, · · · , Xn ⌉⌈S) .

We assume F (X1, · · · , Xn|∅) = F (X1, · · · , Xn). The complex F (X1, · · · , Xn|S) is additive in
each variable, by which we mean the same property as in (1.3) for F (X1, · · · , Xn ⌉⌈S). The
inclusion ιS is compatible with the additivity.

For a subset T ⊂ S, if I1, · · · , Ic is the segmentation corresponding to T , and Si = S ∩
◦
Ii,

one requires there is an inclusion of multiple complexes

F (I|S) ⊂ F (I1|S1)⊗ · · · ⊗ F (Ic|Sc) (1.5.1)

11



where the latter group is viewed as a subcomplex of F (I ⌉⌈S) by the tensor product of the
inclusions ιSi

: F (Ii|Si) ↪→ F (Ii ⌉⌈Si).
(2) For S ⊂ S ′ given a surjective quasi-isomorphism of multiple complexes

σS S′ : F (X1, · · · , Xn|S)→ F (X1, · · · , Xn|S ′) .

For S ⊂ S ′ ⊂ S ′′, σS S′′ = σS′ S′′σS S′ . The σSS′ is additive in each variable variable, namely it
satisfies the same condition as in (1.3) for τ and F (X1, · · · , Xn ⌉⌈S).

σ is assumed compatible with the inclusion in (1.5.1): If S ⊂ S ′ and S ′
i = S ′ ∩

◦
Ii the

following commutes:
F (I|S) ↪→ F (I1|S1)⊗ · · · ⊗ F (I1|S1)yσSS′

y⊗σSi S
′
i

F (I|S ′) ↪→ F (I1|S ′
1)⊗ · · · ⊗ F (I1|S ′

1) .

We write σS = σ∅S : F (I) → F (I|S). The composition of σS and ιS is denoted τS : F (I) →
F (I ⌉⌈S).

(3) For K = {k1, · · · , kb} ⊂ (1, n) disjoint from S, a map of multiple complexes

φK : F (X1, · · · , Xn|S)→ F (X1, · · · , X̂k1 , · · · , X̂kb , · · · , Xn|S) .

If K = K ′⨿K ′′ then φK = φK′′φK′ : F (I|S)→ F (I−K|S). The φK is additive in each variable
variable, namely it satisfies the same condition as in (1.3) for φK and F (X1, · · · , Xn ⌉⌈S).

φK is assumed to be compatible with the inclusion in (1.5.1): With the same notation as
above and Ki = K ∩ Ii, the following commutes:

F (I|S) ↪→ F (I1|S1)⊗ · · · ⊗ F (Ic|Sc)yφK

y⊗φKi

F (I −K|S) ↪→ F (I1 −K1|S1)⊗ · · · ⊗ F (Ic −Kc|Sc) .

If K and S ′ are disjoint the following commutes:

F (I|S) φK−−−→ F (I −K|S)yσSS′

yσSS′

F (I|S ′)
φK−−−→ F (I −K|S ′) .

(4) (acyclicity of σ) For disjoint subsets R, J of
◦
I with |J | ̸= ∅, consider the following

sequence of complexes, where the maps are alternating sums of σ, and S varies over subsets of
J :

F (I|R) σ−−−→
⊕
|S|=1
S⊂J

F (I|R ∪ S) σ−−−→
⊕
|S|=2
S⊂J

F (I|R ∪ S)→ · · · → F (I|R ∪ J)→ 0. (1.5.2)

Then the sequence is exact.

Remarks to (4). (i) If |J | = 1 and |S ′| = |S| + 1, this says σS S′ is a surjective quasi-
isomorphism, which was already assumed in (2).

(ii) Since each σS S′ is a quasi-isomorphism, the total complex of the double complex (1.5.2)
is acyclic, see [8], (2.4). Thus the exactness implies that the induced map

σ : F (I|R)→ Ker[
⊕
|S|=1
S⊂J

F (I|R ∪ S) σ−−−→
⊕
|S|=2
S⊂J

F (I|R ∪ S)]

12



is a quasi-isomorphism.

(5) (existence of the identity in the ring H0F (X,X)) There are composition maps for
H0F (X,Y ) as in (1.4). We assume there exists the identity element 1X in H0F (X,X).

This concludes the definition of a quasi DG category. For the purpose of constructing a
related category C∆, we need additional structure (iv) and (v) below.

(iv) Diagonal elements and diagonal extension.

(6) For each irreducible object X and a constant sequence of objects i 7→ Xi = X on a finite
ordered set I with |I| ≥ 2, there is a distinguished element, called the diagonal element

∆X(I) ∈ F (I) = F (X, · · · , X)

of degree zero and coboundary zero. In particular for |I| = 2 we write ∆X = ∆X(I) ∈ F (X,X).
One requires:

(6-1) If S ⊂
◦
I , and I1, · · · , Ic the corresponding segmentation, one has

τS(∆X(I) ) = ∆X(I1)⊗ · · · ⊗∆X(Ic)

in F (I ⌉⌈S) = F (I1)⊗ · · · ⊗ F (Ic).
(6-2) For K ⊂

◦
I , φK(∆X(I) ) = ∆X(I −K).

(7) Let I be a finite ordered set, k ∈ I, m ≥ 2, and I˜be the finite ordered set obtained by
replacing k by a finite ordered set with m elements {k1, · · · , km}. If I = [1, n], I˜is {1, · · · , k−
1, k1, · · · , km, k + 1, · · · , n}.

There is given a map of complexes, called the diagonal extension,

diag(I, I )̃ : F (I)→ F (I )̃

subject to the following conditions (for simplicity assume I = [1, n]):
(7-1) If k′ ̸= k, φk′ diag(I, I )̃ = diag(I − {k′}, I˜− {k′})φk′ , namely the following square

commutes:
F (I)

diag(I,I )̃−−−−→ F (I )̃yφk′

yφk′

F (I − {k}) diag(I−{k′},I −̃{k′})−−−−−−−−−−−→ F (I˜− {k′}) .

If ℓ ∈ {k1, · · · , km}, φℓ diag(I, I )̃ = diag(I, I˜− {ℓ}). If m = 2 the right side is the identity.
(7-2) If k = n, ℓ ∈ {n1, · · · , nm}, let I ′1, I ′′ be the segmentation of I˜ by ℓ. Then the

following diagram commutes:

F (I)
diag(I,I )̃−−−−→ F (I )̃ydiag(I,I′1)

yτℓ
F (I ′1) −−−→ F (I ′1)⊗ F (I ′′) .

The lower horizontal map is u 7→ u ⊗ ∆(I ′′). Note I ′′ parametrizes a constant sequence of
objects, so one has ∆(I ′′) ∈ F (I ′′). Similarly in case k = 1, ℓ ∈ {11, · · · , 1m}.
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If 1 < k < n and ℓ ∈ {k1, · · · , km}, let I1, I2 be the segmentation of I by k, and I ′1, I
′
2 of I˜

by ℓ. One then has a commutative diagram:

F (I)
diag(I,I )̃−−−−→ F (I )̃yτk yτℓ

F (I1)⊗ F (I2) −−−→ F (I ′1)⊗ F (I ′2) ,

where the lower horizontal arrow is diag(I1, I
′
1)⊗ diag(I2, I

′
2).

(v) The set of generators, notion of proper intersection, and distinguished subcomplexes with
respect to constraints.

(8)(the generating set) For a sequence X on I, the complex F (I) = F (I;X) is degree-wise
Z-free on a given set of generators SF (I) = SF (I;X). More precisely SF (I) = ⨿p∈ZSF (I)p,
where SF (I)

p generates F (I)p. This set is compatible with direct sum in each variable: Assume
for an element k ∈ I one has Xk = Yk ⊕ Zk; let X ′

i (resp. X ′′
i be the sequence such that

X ′
i = Xi for i ̸= k, and X ′

k = Yk (resp. X ′′
i = Xi for i ̸= k, and X ′′

k = Zk). Then SF (I;X) =
SF (I;X

′)⨿ SF (I;X
′′).

(9) (notion of proper intersection.) Let I be a finite ordered set, I1, · · · , Ir be almost disjoint
sub-intervals of I, namely one has tm(Ii) ≤ in(Ii+1) for each i. Assume given a sequence of
objectsXi on I. Let αi ∈ SF (Ii) be a set of elements where i varies over a subset A of {1, · · · , r}.
We are given the condition whether the set {αi} is properly intersecting. The following condition
is to be satisfied.

• If {αi| i ∈ A} is properly intersecting, for any subset B of A, {αi| i ∈ B} is properly
intersecting.

• Let A and A′ be subsets of {1, · · · , r} such that tm(A) < in(A′). If {αi| i ∈ A} and
{αi| i ∈ A′} are both properly intersecting sets, the union {αi| i ∈ A ∪ A′} is also
properly intersecting.

• If {α1, · · · , αr} is properly intersecting, then for any i, writing ∂αi =
∑
ciνβν with βν ∈

SF (Ii), each set
{α1, · · · , αi−1, βν , αi+1, · · · , αr}

is properly intersecting.

• The condition of proper intersection is compatible with direct sum in each variable. To
be precise, under the same assumption as in (8), for a set of elements αi ∈ SF (Ii;X

′)
for i = 1, · · · , r, the set {αi ∈ SF (Ii;X

′)}i is properly intersecting if and only if the set
{αi ∈ SF (Ii;X)}i is properly intersecting.

Remark. For Ii almost disjoint and elements αi ∈ F (Ii), one defines {αi ∈ F (Ii)|i ∈ A} to
be properly intersecting if the following holds. Write αi =

∑
ciναi ν with αi ν ∈ SF (Ii), then for

any choice of νi for i ∈ A, the set {αi νi|i ∈ A} is properly intersecting.

Further, if Si ⊂
◦
Ii, one can define the condition of proper intersection for {αi ∈ F (Ii|Si)|i ∈

A} by writing each αi as a sum of tensors of elements in the generating set.

(10) (description of F (I|S) ) When I1, · · · , Ir is a segmentation of I, namely when in(I1) =
in(I), tm(Ii) = in(Ii+1) and tm(Ir) = tm(I), the subcomplex of F (I1)⊗ ·⊗F (Ir) generated by
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α1 ⊗ · · · ⊗ αr with {αi} properly intersecting is denoted by F (I1)⊗̂ · · · ⊗̂F (Ir). If S ⊂
◦
I is the

subset corresponding to the segmentation, this subcomplex coincides with F (I|S).

Remark. The property (1) is an obvious consequence of this description.

(11)(distinguished subcomplexes) Let I be a finite ordered set, L1, · · · , Lr be almost disjoint
sub-intervals such that ∪Li = I; equivalently, in(L1) = in(I), tm(Li) = in(Li+1) or tm(Li)+1 =
in(Li+1), and tm(Lr) = tm(I). Assume given a sequence of objects Xi on I. Let Dist be the
smallest class of subcomplexes of F (L1) ⊗ · · · ⊗ F (Lr) satisfying the conditions below. It is
then required that each subcomplex Dist is a quasi-isomorphic subcomplex.

(11-1) A subcomplex obtained as follows is in Dist . Let I1, · · · , Ic be a set of almost disjoint

sub-intervals of I with union I, that is coarser than L1, · · · , Lr; let Si ⊂
◦
Ii such that the

segmentations of Ii by Si, when combined for all i, give precisely the Li’s. Let I ↪→ I be an
inclusion into a finite ordered set I such that the image of each Ia is a sub-interval. Assume
given an extension of X to I. Let J1, · · · , Js ⊂ I be sub-intervals of I such that the set {Ii, Jj}i,j
is almost disjoint, and fj ∈ F (Jj|Tj), j = 1, · · · , s be a properly intersecting set. Then one
defines the subcomplex

[F (I1|S1)⊗ · · · ⊗ F (Ic|Sc)]I;f ,

as the one generated by α1 ⊗ · · · ⊗ αc, αi ∈ F (Ii|Si), such that {α1, · · · , αc, fj (j = 1, · · · , s) }
is properly intersecting. We require it is in Dist .

The data consisting of I ↪→ I, X on I, Ji ⊂ I, and fj ∈ F (Jj|Tj) is called a constraint, and
the corresponding subcomplex the distinguished subcomplex for the constraint.

(11-2) Tensor product of subcomplexes in Dist is again in Dist . For this to make sense, note
complexes of the form F (L1) ⊗ · · · ⊗ F (Ir) are closed under tensor products: If I ′ is another
finite ordered set and L′

1, · · · , L′
s are almost disjoint sub-intervals with union I ′, then the tensor

product
F (L1)⊗ · · · ⊗ F (Ir)⊗ F (L′

1)⊗ · · · ⊗ F (I ′s)

is associated with the ordered set I⨿I ′ and almost disjoint sub-intervals (L1, · · · , Lr, L′
1, · · · , L′

s).
(11-3) A finite intersection of subcomplexes in Dist is again in Dist .

(1.6) Note that a quasi DG category is a weak quasi DG category. Indeed one shows there exist
unique maps τS S′ : F (I ⌉⌈S) → F (I ⌉⌈S ′) satisfying the conditions (1.3) (1), and compatible
with σSS′ via ιS and ιS′ , namely making the following diagram commute

F (I|S) ιS−−−→ F (I ⌉⌈S)yσS S′

yτS S′

F (I|S ′)
ιS′−−−→ F (I ⌉⌈S ′) .

There are also maps φK : F (I ⌉⌈S) → F (I − K ⌉⌈S) satisfying (1.3)(2) and compatible with
φK : F (I|S)→ F (I −K|S) via the ιS’s, namely the following commutes:

F (I|S) ιS−−−→ F (I ⌉⌈S)yφK

yφK

F (I −K|S) ιS−−−→ F (I −K ⌉⌈S) .

The property (1.3)(3) is satisfied as well.
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When we assume the structure (iv), the condition (5) is redundant. From (6) and (7) it
follows that [∆X ] ∈ H0F (X,X) is the identity in the sense of (1.4). Indeed for u ∈ H0F (X, Y )
take its representative u ∈ F (X, Y )0, then take its diagonal extension diag(u) ∈ F (X,X, Y )0.
Then one has τ2(diag(u)) = ∆X ⊗ u and φ2(diag(u) ) = u. The same argument shows the
following, which is stronger than (5):

(5)’ For each u ∈ HnF (X, Y ), n ∈ Z, one has 1X · u = u. Similarly for u ∈ HnF (Y,X),
u · 1X = u.

(1.7) Example. Let S be a quasi-projective variety. Let (Smooth/k ,Proj/S) be the category
of smooth varieties X equipped with projective maps to S. A symbol over S is an object the
form ⊕

α∈A
(Xα/S, rα)

where Xα is a collection of objects in (Smooth/k ,Proj/S) indexed by a finite set A, and rα ∈ Z.
In [8]we defined

• the complexes F (K1, · · · , Kn|S) for a sequence of symbols Ki and S ⊂ (1, n),

• the maps ι, σ and φ,

• the diagonal elements ∆K(I) and the diagonal extension diag(I, Ĩ ).

and showed the properties (1)-(11), except the additivity.
The additivity of F (X1, · · · , Xn|S) can be easily shown as follows. For the complex F(X1, · · · , Xn|Σ)

as in [8], when Xi = Yi ⨿ Zi one has for i ∈ Σ,

F(X1, · · · , Xn|Σ) = F(X1, · · · , Yi, · · · , Xn|Σ)⊕ F(X1, · · · , Zi, · · · , Xn|Σ) ,

and for i ̸∈ Σ,

F(X1, · · · , Xn|Σ)
= F(X1, · · · , Yi, · · · , Xn|Σ)⊕ F(X1, · · · , Zi, · · · , Xn|Σ)
⊕F(X1, · · · , Yi|Σ1)⊗ F(Zi, · · · , Xn|Σ2)⊕ F(X1, · · · , Zi|Σ1)⊗ F(Yi, · · · , Xn|Σ2)

where Σ1,Σ2 is the partition of Σ by i. It follows that F (X1, · · · , Xn|S) =
⊕

Σ⊃S F(X1, · · · , Xn|Σ)
satisfies the required additivity as a module. Since the product map ρi is zero on the cross terms
F(X1, · · · , Yi|Σ1)⊗F(Zi, · · · , Xn|Σ2) and F(X1, · · · , Zi|Σ1)⊗F(Yi, · · · , Xn|Σ2), one checks the
additivity holds as a complex as well.

We refer to this as the quasi DG category Symb(S).

(1.8) Let C be a quasi DG category. We will construct another quasi DG category C∆ out of C.
An object of C∆ is of the form K = (Km; f(m1, · · · ,mµ) ), where (K

m) is a sequence of objects
of C indexed by m ∈ Z, almost all of which are zero, and

f(m1, · · · ,mµ) ∈ F (Km1 , · · · , Kmµ)−(mµ−m1−µ+1)

is a collection of elements indexed by sequences (m1 < m2 < · · · < mµ) with µ ≥ 2. We require
the following conditions:
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(i) For each j = 2, · · · , µ− 1

σKmj (f(m1, · · · ,mµ) ) = f(m1, · · · ,mj)⊗ f(mj, · · · ,mµ)

in F (Km1 , · · · , Kmj)⊗ F (Kmj , · · · , Kmµ).
(ii) For each (m1, · · · ,mµ), one has

∂f(m1, · · · ,mµ) +
∑

1≤t<µ

∑
mt<k<mt+1

(−1)mµ+µ+k+tφKmk (f(m1, · · · ,mt, k,mt+1, · · · ,mµ) ) = 0 .

We call an object of C∆ a C-diagram in C. For C-diagramsK1, · · · , Kn, we will define complexes
of abelian groups F(K1, · · · , Kn) together with maps σKi

and φKi
. So we have a quasi DG

category. Its homotopy category Ho(C∆) is a triangulated category.

2 Function complexes F(K1, · · · , Kn).

In (2.6) the operation Φ of (0.4) is used. In (2.9) we refer to (0.3) for tensor product of “double”
complexes, and to [8], (3.6)-(3.9) for a particular construction of distinguished complexes.

Given a quasi-DG category, we have defined the notion of C-diagrams in the category. For
a sequence off C-diagrams K1, · · · , Kn, we will define the complexes F(K1, · · · , Kn) and the
maps φ and σ among them, and show they satisfy the axioms of a quasi DG category.

(2.1) In this section a sequence is a pair (M |M ′) consisting of a finite increasing sequence of
integersM = (m1, · · · ,mµ) wherem1 < · · · < mµ with µ ≥ 2, and a subsetM ′ ofM−{m1,mµ}.
We allow M ′ to be empty. For simplicity we also use the notation M for (M |M ′). When there
is no confusion denote (M |∅) by M .

Let in(M) = m1, tm(M) = mµ,
◦
M = M − {m1,mµ}. Let |M | = µ. For sequences (M |M ′)

and (N |N ′) with tm(M) = in(N), let

M ◦ N = (M ∪N |M ′ ∪ {tm(M)} ∪N ′) .

A double sequence a quadruple (M1|M ′
1;M2|M ′

2). Here M1, M2 are finite sequences of
integers, each of cardinality ≥ 1, andM ′

1 andM
′
2 are subsets ofM1−{in(M1)},M2−{tm(M2)},

respectively. A double sequence may be viewed as a map defined on [1, 2], which sends i to
Mi := (Mi|M ′

i). To be specific, we will say it is a double sequence on the set [1, 2]. (Note
however that Mi is not a sequence in the sense just defined, since Mi may have cardinality one,
and even if |M1| ≥ 2, M ′

1 may contain tm(M1).) We also use a single letter A to denote a
double sequence,

A = (M1;M2) = (M1|M ′
1;M2|M ′

2) .

The following figure illustrates a sequence, where the line segment is [m1,mµ], the solid dots
indicate the set M and the hollow dots the subset M ′.

m1 m2 m3 m4 m5

M = (M |M ′) = ({m1, · · · ,m5}|{m3,m4})
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The next figure illustrates a double sequence. In the first line lies M1 which is a line segment
with solid and hollow dots, and in the second lies M2 = (M2 = {n1, · · · , nν}|M ′

2).

M1

M2

mµ

n1

m1

nν

(2.2) The complex F (M |M ′). Let C be a quasi DG category. Let (Km) be a sequence of
objects indexed by integers m, all but a finite number of them being zero. To a sequence
(M |M ′), one can associate the complex

F (M) = F (M |M ′) := F (Km1 , · · · , Kmµ |M ′) .

If M = (M |∅), we simply write F (M) = F (M |∅); in general, if M1, · · · ,Mr is the segmentation
ofM given byM ′, F (M |M ′) = F (M1)⊗̂ · · · ⊗̂F (Mr) ⊂ F (M1)⊗· · ·⊗F (Mr). In this section the

differential of F (M) is denoted ∂. For k ∈
◦
M−M ′ there is the corresponding map of complexes

φk : F (M |M ′) → F (M − {k}|M ′). There is also the map σk : F (M |M ′) → F (M |M ′ ∪ {k}).
The maps φk commute with each other, σk commute with each other, and φk and σℓ commute
with other.

(2.3) The complex
⊕

F (M |M ′). We will define the structure of a complex on
⊕

F (M |M ′),
the direct sum over all sequences (M |M ′).

For M = (m1, · · · ,mµ), let

γ(M) = mµ −m1 − µ+ 1 .

If M and N are sequences with tmM = inN , then γ(M ∪N) = γ(M) + γ(N).

If k ∈
◦
M , let M≤k := {mi ∈ M | m ≤ k}. In this section, for an integer d, write

{d} := (−1)d; this is useful when d is a complicated expression. For u ∈ F (M |M ′), let
|u| = deg u (the degree in F (M |M ′))).

We will define a map ∂ : F (M |M ′)→ F (M |M ′) of degree 1, and a map φ :
⊕

F (M |M ′)→⊕
F (M |M ′) of degree 0. They are obtained from ∂ and φ by putting appropriate signs.

For u ∈ F (M |∅) define ∂(u) := ∂u. For k ∈
◦
M , define φk : F (M |∅)→ F (M − {k}|∅) by

φk(u) := {|u|+ γ(M≤k)}φk(u) .

In general let M1, · · · ,Mr be the segmentation of M corresponding to M ′, so that F (M |M ′) =
F (M1)⊗̂ · · · ⊗̂F (Mr). For u = u1 ⊗ · · · ⊗ ur ∈ F (M |M ′), define

∂(u) =
∑
i

{
∑
j>i

(|uj|+ γ(uj) )}u1 ⊗ · · · ⊗ (∂ui)⊗ · · · ⊗ ur .
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Here γ(ui) := γ(Mi) if ui ∈ F (Mi). For k ∈
◦
M −M ′, let i be such that k ∈ Mi, and define

φk : F (M |M ′)→ F (M − {k}|M ′) by

φk(u) =
∑
j>i

{(|uj|+ γ(uj) )}u1 ⊗ · · · ⊗φk(ui)⊗ · · · ⊗ ur .

Now let
φ(u) :=

∑
k

φk(u) ,

the sum over k ∈
◦
M −M ′.

One verifies the following equalities:

∂∂(u) = 0, φφ(u) = 0, ∂φ(u) +φ∂(u) = 0 .

For u⊗ v ∈ F (M |M ′), where u ∈ F (M1)⊗̂ · · · ⊗̂F (Ms), v ∈ F (Ms+1)⊗̂ · · · ⊗̂F (Mr),

∂(u⊗ v) = {|v|+ γ(v)}∂u⊗ v + u⊗ ∂v , φ(u⊗ v) = {|v|+ γ(v)}φ(u)⊗ v + u⊗φ(v) .

[The last two equalities are obvious. Using them, one may assume u ∈ F (M |∅) to prove the
first three equalities. The verification is straightforward.]

Let
⊕

F (M |M ′) be the direct sum over all sequences (M |M ′), and

δ := ∂ +φ :
⊕

F (M |M ′)→
⊕

F (M |M ′) .

Define the first degree of u ∈ F (M |M ′) by

deg1(u) = |u|+ γ(M) .

Then δ increases the first degree by 1. We have the following proposition, so
⊕

F (M |M ′) is
a complex with degree deg1 and differential δ, and the differential is compatible with tensor
product.

(2.3.1) Proposition. (1) δδ = 0.
(2) For u⊗ v ∈ F (M |M ′), where u ∈ F (M1)⊗̂ · · · ⊗̂F (Ms), v ∈ F (Ms+1)⊗̂ · · · ⊗̂F (Mr), one

has δ(u⊗ v) = {|v|+ γ(v)}δu⊗ v + u⊗ δv .

If one fixes M ′ and takes the sum over (M |M ′) where only M varies, one still obtains a
complex; taking then the sum over M ′ gives the complex discussed above.

In particular,
⊕

F (M) =
⊕

F (M |∅) is a complex, which appears in the following subsec-
tion.

(2.4) In the complex
⊕

F (M), an element f = (f(M)) ∈
⊕

F (M) is of first degree 0 if
deg f(M) + γ(M) = 0. It satisfies δ(f) = 0 iff for each M = (m1, · · · ,mµ),

∂f(M) +
∑
k

φk(f(M ∪ {k}) ) = 0

where k varies over the set [inM, tmM ]−M . Concretely

∂f(m1, · · · ,mµ) +

µ−1∑
t=1

∑
mt<k<mt+1

(−1)mµ+µ+k+tφk(f(m1, · · · ,mt, k,mt+1, · · · ,mµ) = 0 .
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We now restate the definition of a C-diagram.

(2.4.1) Definition. A C-diagram K = (Km; f(M)) in the quasi DG category is a se-
quence of objects Km indexed by m ∈ Z, all but a finite number of them being zero, and a
set of elements f(M) ∈ F (M)−γ(M) indexed by M = (m1, · · · ,mµ), satisfying the following
conditions:

(i) For each k ∈
◦
M , σk(f(M)) = f(M≤k) ⊗ f(M≥k) in F (M≤k) ⊗ F (M≥k). (To be precise

one should write τk for σk, but we may not make the distinction.)
(ii) f = (f(M) ) ∈

⊕
F (M) satisfies δ(f) = 0.

For an object X and n ∈ Z, there is a C-diagram K with Kn = X, Km = 0 if m ̸= n, and
f(M) = 0 for all M . We write X[−n] for this.

(2.5) The differential σ. Under the same assumption, we define, for each k ∈
◦
M −M ′, the

map σk : F (M |M ′)→ F (M |M ′∪{k}) as follows. For u ∈ F (M |∅), if σk(u) =
∑
u′⊗u′′ where

u′ ∈ F (M≤k) and u
′′ ∈ F (M≥k), let

σk(u) =
∑
{deg1(u′)) · γ(u′′)}u′ ⊗ u′′ .

In general, for u = u1 ⊗ u2 ⊗ · · · ⊗ ur ∈ F (M |M ′),

σ(u) :=
∑
k

(−1)|M ′
>k|u1 ⊗ · · · ⊗ σk(ui)⊗ · · · ⊗ ur

where k varies over the set
◦
M −M ′. (Here M ′

>k denotes the subset of M ′ of elements > k.)
For u ∈ F (M |M ′), define τ(u) := |M ′|. Note σ increases τ(u) by one.

(2.5.1) Proposition. (1) σσ(u) = 0.
(2) δσ(u) = σδ(u).
(3) σ(u⊗ v) = {τ(v) + 1}σ(u)⊗ v + u⊗ σ(v) .

Proof. (3) is obvious from the definitions. For (1) one may thus assume u ∈ F (M |∅), and
verify it directly. (2) is also reduced to the case u ∈ F (M |∅), and one can show (after some
calculation) the identities ∂σk = σk∂ and σkφℓ = φℓσk for k ̸= ℓ.

(2.6) The complexes H(K,L), G(K,L) and F(K,L). LetK = (Km; fK(M)) and L = (Lm; fL(M))
be C-diagrams. To a double sequence A = (M |M ′;N |N ′) one associates the complex

F (A) = F (M |M ′;N |N ′) = F (Km1 , · · · , Kmµ ;Ln1 , · · · , Lnν |M ′ ∪N ′) .

To be precise, consider the finite ordered set M ⨿N (where m < n if m ∈M and n ∈ N), and
the sequence of objects on it.

If M1, · · · ,Mr is the segmentation of M given by M ′, and N1, · · · , Ns that of N given by
N ′, then

F (M |M ′;N |N ′) = F (M1)⊗̂ · · · ⊗̂F (Mr ∪N1)⊗̂F (N2)⊗̂ · · · ⊗̂F (Ns) .

We refer to M1, · · · ,Mr−1,Mr ∪N1, N2, · · · , Ns as the segmentation of M ∪N by M ′ ∪N ′.
Let us say the double sequence is free when M ′ and N ′ are empty; then the corresponding

complex is free of tensor products.
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As for F (M |M ′), one has maps ∂, φ and σ among the F (A). Set |A| = |M |+ |N |, γ(A) =
γ(M) + γ(N) + (n1 − mµ), and τ(A) = |M ′| + |N ′|. For u ∈ F (A), let γ(u) = γ(A) and
τ(u) = τ(A). One can then define the maps ∂ and φ as before, as well as the sum

δ = ∂ +φ :
⊕

F (A)→
⊕

F (A) .

Specifically if u ∈ F (A) with A = (M |∅;N |∅), then ∂(u) = ∂(u). If u = u1 ⊗ · · · ⊗ ur ⊗ ur+1 ⊗
· · · ⊗ ur+s−1 ∈ F (M1)⊗̂ · · · ⊗̂F (Ns) as above, then

∂(u) =
∑
i

{∑
j>i

(|uj|+ γ(uj) )

}
u1 ⊗ · · · (∂ui)⊗ · · · ⊗ ur+s−1 .

Similarly for φ.
One also has the map σ :

⊕
F (A) →

⊕
F (A). These maps satisfy the same identities as

before. In addition, we will define maps fK and fL.
For this purpose one needs to invoke (1.5), (v) and take appropriate quasi-isomorphic sub-

complexes. There is a distinguished subcomplex [F (M |M ′;N |N ′)]f ↪→ F (M |M ′;N |N ′) satis-
fying the following conditions:

• If tm(P ) = in(M), then the map

fK(P )⊗ (−) : [F (M;N)]f → [F (P ◦M;N)]f

is defined. Here P ◦M := (P ∪M |{tm(M)} ∪M ′).

M

N

(P |∅)

• Similarly if tm(N) = in(Q), then

(−)⊗ fL(Q) : [F (M;N)]f → [F (M;N ◦Q)]f

is defined.

For the existence of such a subcomplex, with reference to (1.5),(11-1), take {fK(P )} and
{fL(Q)} as the set of constraints. In the rest of this paper we write F (M;N) for [F (M;N)]f .

For a sequence P = (P |∅) with tm(P ) = in(M) and u ∈ F (M;N), let

fK(P )⊗ u = {|τ(u)|+ 1}fK(P )⊗ u ∈ F (P ◦M;N) .

Let fK ⊗ u :=
∑

fK(P ) ⊗ u where P varies over sequences with tm(P ) = in(M). When there
is no confusion, we also write fK(u) = fK ⊗ u like an operator.

If in(Q) = tm(N) let

u⊗ fL(Q) = −u⊗ fL(Q) ∈ F (M;N ◦Q) ,

and u⊗ fL =
∑
u⊗ fL(Q), the sum over Q with in(Q) = tm(N). We also write fL(u) = u⊗ fL.

These operations are subject to the following identities.
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(2.6.1) Proposition. (1) δfK = fKδ. δfL = fLδ.
(2) σ(fK ⊗ u) + fK ⊗ (fK ⊗ u) + fK ⊗σ(u) = 0. σ(u⊗ fL) + (u⊗ fL)⊗ fL +σ(u)⊗ fL = 0.

(With the operator-like notation, σfK + fKσ + fKfK = 0, etc. )
(3) fK ⊗ (u⊗ v) = {τ(v) + 1}(fK ⊗ u)⊗ v. (Here u ∈ F (M) = F (KM), v ∈ F (M′;N) with

tm(M) = in(M ′); or either, u ∈ F (M;N), v ∈ F (N′) = F (LN′
) with tm(N) = in(N ′). )

Similarly (u⊗ v)⊗ fL = u⊗ (v ⊗ fL).
(4) fKfL + fLfK = 0.

Proof. Direct verification.

For u ∈ F (A) define
d′(u) = σ(u) + fK(u) + fL(u) .

It increases τ(u) by one, d′d′ = 0 and δd′ = d′δ. Further, d′(u⊗v) = {τ(v)+1}(d′u)⊗v+u⊗(d′v).
Thus the direct sum

⊕
A F (A) is a “double” complex with respect to the two gradings

deg1 u = |u|+ γ(u), deg2(u) = τ(u) + 1

and the commuting differentials δ, d′. Denote it by H• •(K,L). Let

H(K,L) = Tot(H• •(K,L) )

be the associated total complex. The total degree is of u ∈ F (A) is given by degH(u) =
|u|+ γ(u) + 1, and the total differential dH is given by

dH = (−1)deg2 uδ + d′

on u ∈ F (A). This coincides with the convention for the total complex (0.1) if we view d′ as
the first differential and δ the second, so it would be more legitimate if we called d′ (resp. δ)
the first differential (resp. the second). But as we will see in the next section, the differential
δ plays the primary role, hence the name the first differential.

One can show, for each a, the complex with respect to d′, Ha,1 → Ha,2 → · · · is acyclic.
For the proof consider the filtration given by the sum of terms with inM ≤ a and tmN ≥ b,
for varying a, b; in the subquotients the maps fK and fL are zero, so the differentials are just
σ, and the claim follows from (1.5) (4).

Applying the operation Φ in (0.4) (with a shift to the second degree), we obtain a complex
G•(K,L) := ΦH• •(K,L). So the degree and differential are given by degG(u) = deg1(u) + 1
and dG = −δ on u ∈ F (A). Set finally

F(K,L) = G(K,L)[1] .

The degree and the differential are given as follows:

degF(u) = deg1(u) , dF(u) = δ(u).

If K = X[0] and L = Y [n], we have F(K,L) = F (X,Y )[n].

(2.7) The complexes H(I) and G(I). Let n ≥ 2. Assume given a sequence of C-diagrams Ki =
(Km

i ; fKi
(M)) for i = 1, · · · , n. We will define complexes H(K1, · · · , Kn) and G(K1, · · · , Kn),
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generalizing H(K,L) and G(K,L) in case n = 2. As in the case |I| = 2, G is a quasi-isomorphic
subcomplex of H.

A multi-sequence on [1, n] is a 2n-tuple of finite sequences

A = (M1; · · · ;Mn) = (M1|M ′
1;M2|M ′

2; · · · ,Mn−1|M ′
n−1;Mn|M ′

n)

satisfying the following conditions:

• Each Mi is non-empty;
• M ′

j ⊂Mj for j = 1, · · · , n, and in(M1) ̸∈M ′
1, and tm(Mn) ̸∈M ′

n.

The following illustrates a multi-sequence. The vertical direction is for [1, n], and the hori-
zontal direction for the Mi.

M1

M2

M3

M4

11

2

3

4

Associated to A is a finite ordered set M1 ∪ · · · ∪Mn (disjoint union) and (Km
i ) defines a

sequence of objects on it; so there corresponds the complex

F (A) = F (M1; · · · ;Mn) = F (M1 ∪ · · · ∪Mn|M ′
1 ∪ · · · ∪M ′

n) .

Let ∂ be its differential. Set |A| =
∑
|Mi|,

γ(A) =
∑

γ(Mi) +
n−1∑
i=1

(inMi+1 − tmMi) ,

and τ(A) =
∑
|M ′

i |.
Now consider ⊕

A

F (A)

the direct sum over all multi-sequences A on [1, n]. We make it into a “triple” complex,
denoted H• • • = H• • •(K1, · · · , Kn). It is analogous to the double complex H• • in the previous
subsection. Set

M ′
int = ∪1<i<nM

′
i M ′

out =M ′
1 ∪M ′

n .

• The first degree is deg1(u) = |u|+γ(u), and the first differential is d1 = δ, to be defined
as follows.

As in the case n = 2, one has the map ∂. For each k ∈ Mi −M ′
i with |Mi| ≥ 2 and k ̸∈

{inM1, tmMn}, one has the map φk : F (M1; · · · ;Mn)→ F (M1; · · · ; (Mi − {k}|M ′
i); · · · ;Mn).

(If Mi consists of a single element, the target of φk is F (M1; · · · , M̂i, · · · ;Mn), which is not
associated with a multi-sequence on [1, n]. Thus we need to require Mi to contain at least two
elements.) So φ =

∑
φk and δ = ∂ +φ are endomorphisms of

⊕
F (A).
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• The second degree is deg2(u) = |M ′
int| + 1, and the second differential is d2 = σint

defined by (with σk as before)

σint(u) :=
∑

(−1)|(M ′
int)>k|u1 ⊗ · · · ⊗ σk(uj)⊗ · · · ⊗ ur

the sum over k ∈ ∪1<i<n(Mi −M ′
i).

• The third degree is deg3(u) = |M ′
out|, and the third differential is d3 = σout+ fK1 + fKn ,

where the three operators are defined as follows.
We let

σout(u) :=
∑

(−1)|(M ′
out)>k|u1 ⊗ · · · ⊗ σk(uj)⊗ · · · ⊗ ur

the sum over k ∈M1 ∪Mn −M ′
1 ∪M ′

n.
Set fK1(P )⊗u = {|M ′

out|+1}fK1(P )⊗u, and fK1(u) =
∑

P fK1(P )⊗u. Similarly u⊗fKn(Q) =
−u⊗ fKn(Q), and fKn(u) =

∑
Q u⊗ fKn(Q).

By the following result, which can be shown as in the previous section, we have a “triple”
complex.

(2.7.1) Proposition. (1) σint is a differential, and commutes with δ. Similarly σout is a
differential, and commutes with δ. The differentials σint and σout commute.

(2) d3 is a differential, and commutes with δ and σint.

Let H(K1, · · · , Kn) be the total complex of H• • •. The total differential is

dH = (−1)deg2 +deg3δ + (−1)deg3d2 + d3 .

As in the case |I| = 2, we have

(2.7.2) Proposition. The complex

H• • 0 d3−−−→H• • 1 d3−−−→· · ·

is exact.

Let now G• •(K1, · · · , Kn) = Φ(H• • •(K1, · · · , Kn) ); it is a “double” complex. We also
define G(K1, · · · , Kn) to be its total complex. Note the differential of this complex is

dG = (−1)deg2 uδ + σint

when acting on u. It is a quasi-isomorphic subcomplex of H(K1, · · · , Kn). When the sequence
K1, · · · , Kn is understood, write them as G• •([1, n]) and G([1, n]), respectively.

The same construction applies to any finite totally ordered set I and a sequence of C-
diagrams indexed by I. If |I| = 2 and I = {i1, i2}, one has G(I) = G(Ki1 , Ki2), as defined in
the previous subsection.

(2.8) Proposition. G(I) is acyclic if |I| ≥ 3.

Proof. We show the acyclicity of H(I). For each (a, b) with a ≤ b, the sum⊕
inM1≤a, tmMn≥b

F (M1; · · · ;Mn)
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is a subcomplex of H(I), and gives its filtration (increasing in a, decreasing in b). In a successive
quotient, which is the form ⊕

inM1=a, tmMn=b

F (M1; · · · ;Mn) ,

the maps fK are zero, hence d′ = σ. Consider its filtration

Filc =
⊕

|M |≤c
F (M1; · · · ;Mn) .

In the successive quotients one has φ = 0, so its is a sum of complexes of the following form

F (I|∅) σ−−−→
⊕
|S|=1

F (I|S) σ−−−→
⊕
|S|=2

F (I|S) σ−−−→· · · → F (I|
◦
I)→ 0

where I = ⨿Mi (so |I| ≥ 3) and S varies over subsets of
◦
I. Since |I| ≥ 3,

◦
I is non-empty, so

these complexes are acyclic; we are done.

(2.9) The complex G(I|Σ) Let I be a finite totally ordered set, and I1, · · · , Ic be a segmentation
of I. We will define a quasi-isomorphic multiple subcomplex denoted

G(I1)⊗̃ · · · ⊗̃G(Ic) ⊂ G(I1)⊗ · · · ⊗G(Ic) .

The usage of the symbol ⊗̃ is made in line with the convention (0.1.1) for a quasi-isomorphic
multiple subcomplex, but to avoid confusion with ⊗̂.

For simplicity let I1 = [1,m] and I2 = [m,n]. Let A1 = (M1; · · · ;Mm) and A2 =
(Nm; · · · ;Nn) be multi-sequences on [1,m] and [m,n], respectively. There are cases tmA1 <
inA2, tmA1 = inA2 and tmA1 > inA2.

A1

A2

1

m

nn

Let
F (A1)⊗̃F (A2)

be the distinguished subcomplex of F (A1)⊗F (A2) prescribed to have the following properties:
• If tm(A1) = in(A2), one has

F (A1)⊗̃F (A2) ⊂ F (A1)⊗̂F (A2) .

• If tm(P ) = in(A1), the map

(fK1(P )⊗ (−) )⊗ id : F (A1)⊗̃F (A2)→ F (P ◦ A1)⊗̃F (A2) ,
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which sends u⊗ v to fK1(P )⊗ u⊗ v is defined.
• If tm(A1) = in(P ),

((−)⊗ fKm(P ))⊗ id : F (A1)⊗̃F (A2)→ F (A1 ◦ P )⊗̃F (A2)

is defined.
• The same conditions for the maps id⊗ (fKm(P )⊗ (−) ) and id⊗ ( (−)⊗ fKn(P ) ).
• If tm(A1) > in(A2), one has

F (A1)⊗̃F (A2) = [F (A1)]f ⊗ [F (A2)]f .

Here [F (A1)]f ⊂ F (A1) is the distinguished subcomplex as in (2.6).

One can verify the subcomplex consisting of the elements satisfying these conditions is
a distinguished subcomplex of F (A1) ⊗ F (A2). Indeed, with reference to (1.5), (11-1), each
condition corresponds to a constraint.

Alternatively we can view this as an example of the special type of distinguished sub-
complexes in [8], (3.6)-(3.9). To exactly refer to the formulation there, we must specify the
constraints as follows. Let

I1 =M1 ⨿ · · · ⨿Mm ,

I1 =M−
1 ⨿M2 ⨿ · · · ⨿Mm−1 ⨿M+

m ,

where M−
1 = {k ∈ Z|N ≤ k < in(M1)} ⨿ M1 with N small enough such that Kk

1 = 0 for
k < N (it is the set obtained by “extending M1 to the left”), and similarly M+

m = Mm ⨿ {k ∈
Z| tm(Mm) < k ≤ N ′} with N ′ large enough. There is a sequence of objects indexed by I1,
given by K1, K2, · · · on M−

1 , M2, ..., respectively. Similarly let

I2 = Nm ⨿ · · · ⨿Nn ,

I2 = N−
m ⨿Nm+1 ⨿ · · · ⨿N+

n ;

there is a sequence of objects indexed by I2. If J ⊂ I1 is to the left (resp. to the right) of
I1, one has fK1(J) ∈ F (J ;K1) (resp. fKm(J) ∈ F (J ;Km) ). Similarly if J ⊂ I2 is to the left
(resp. right) of I2, there is fKm(J) ∈ F (J ;Km) (resp. fKn(J) ∈ F (J ;Kn) ). The distinguished
subcomplex of [F (A1)⊗̃F (A2)]f with respect to these constraints was defined in (3.6)-(3.9),
which we now simply write F (A1)⊗̃F (A2), satisfies the required conditions.

Let
H• • •([1,m])⊗̃H• • •([m,n]) ⊂ H• • •([1,m])⊗H• • •([m,n])

be the “6-ple” subcomplex defined as the sum
⊕

F (A1)⊗̃F (A2). It is a quasi-isomorphic
subcomplex. Let

G• •([1,m])⊗̃G• •([m,n]) := ΦTot36(H
• • •([1,m])⊗̃H• • •([m,n]) ) ,

a quasi-isomorphic “quadruple” subcomplex of G• •([1,m])⊗G• •([m,n]). From this, we obtain

G([1,m])⊗̃G([m,n]) := Tot12 Tot34(G
• •([1,m])⊗̃G• •([m,n]) )

a quasi-isomorphic “double” subcomplex of G([1,m])⊗G([m,n]), and

G• •([1,m])×̃G• •([m,n]) = Tot13 Tot24(G
• •([1,m])⊗̃G• •([m,n]) )
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a quasi-isomorphic “double” subcomplex of G• •([1,m]) × G• •([m,n]). (From (0.3) recall for
“double” complexes A• • and B• •, their tensor product as a “double” complex A• • × B• • is
defined as Tot13 Tot24(A

• • ⊗B• •). ) There is an isomorphism of complexes (cf. (0.3) )

u : G([1,m])⊗̃G([m,n])→ Tot(G• •([1,m])×̃G• •([m,n]) ) .

If c > 2 the definition is similar. For multi-sequences A1, · · · , Ac on I1, · · · , Ic respectively,
one can define a distinguished subcomplex

F (A1)⊗̃F (A2)⊗̃ · · · ⊗̃F (Ac)

subject to similar conditions. We have a “3c-ple” subcomplex

H• • •(I1)⊗̃ · · · ⊗̃H• • •(Ic)

(also denoted H• • •(I|Σ) ) and from this a “2c-ple” subcomplex

G• •(I1)⊗̃ · · · ⊗̃G• •(Ic) = ΦTot3,6,··· ,3c(above) .

Then we get “c-ple” subcomplex

G(I1)⊗̃ · · · ⊗̃G(Ic) := Tot12 Tot34 · · ·Tot2c−1,2c(G
• •(I1)⊗̃ · · · ⊗̃G• •(Ic))

of G(I1)⊗ · · · ⊗G(Ic) = G(I|Σ).
The last one will play a major role. If Σ ⊂

◦
I corresponds to I1, · · · , Ic, we write it G(I|Σ).

(2.10) The maps ρ and Π. We define the product map (for m ∈ Σ)

ρm : G(I|Σ)→ G(I|Σ− {m}) .

For simplicity of notation let us consider the case Σ = {m}, where the map is of the form
ρm : G([1,m])⊗̃G([m,n])→ G([1, n]).

First consider a map

ρm : H• • •([1,m])⊗̃H• • •([m,n])→ H• • •([1, n])

defined as follows. On each direct summand F (A1)⊗̃F (A2) with tm(A1) = in(A2), ρm is the
inclusion map F (A1)⊗̃F (A2) → F (A1 ◦ A2). (The inclusion is obvious, since the latter has
constraint with respect to fK1(P )⊗ (−) and (−)⊗ fKn(P ), whereas the former has in addition
with respect to (−)⊗ fKm(P )⊗ id and id⊗ fKm(P )⊗ (−).) Otherwise the map ρm is set to be
zero. This is not a map of “triple” complexes.

Taking ΦTot36 on the left and Φ on right, we get an induced map ρm : G•,•([1,m])×̃G•,•([m,n])
→ G•,•([1, n]).

(2.10.1) Lemma. The map

ρm : G• •([1,m])×̃G• •([m,n])→ G•,•([1, n])

is a map of “double” complexes.
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Proof. We must show

δρ(u⊗ v) = (−1)deg1 vρ(δu⊗ v) + ρ(u⊗ δv)

and
d′ρ(u⊗ v) = (−1)deg2 vρ(d′u⊗ v) + ρ(u⊗ d′v) .

Let u ⊗ v ∈ F (A1)⊗̃F (A2). If tm(A1) ̸= in(A2), these hold trivially (all terms are zero). If
tm(A1) = in(A2), then ρ acts as identities; the above equalities can be verified taking note that
the point tmA1 is in the set M ′

int for u⊗ v.

Taking the total complexes and using the isomorphism u as in (0.3) one obtains the map
of complexes ρm : G([1,m])⊗̃G([m,n]) → G([1, n]); it sends the sum of terms u ⊗ v ∈
F (A1)⊗̃F (A2) (with tm(A1) = in(A2)) to the sum of {(deg2 u) · (deg1 v)}u⊗ v.

The case Σ contains more than one element is similar, so one has ρm : G(I|Σ)→ G(I|Σ−
{m}). Explicitly, it is induced from the map (if Ii ∩ Ii+1 = {m})

ρm : H• • •(I1)⊗̃ · · · ⊗̃H• • •(Ic)→ H• • •(I1)⊗̃ · · · ⊗̃H• • •(Ii ∪ Ii+1)⊗̃ · · · ⊗̃H• • •(Ic)

which sends u1 ⊗ · · · ⊗ uc ∈ F (A1)⊗̃ · · · ⊗̃F (Ac) to itself if tm(Ai) = in(Ai+1) and to zero
otherwise. From this we get a map

ρm : G• •(I1)⊗̃ · · · ⊗̃G• •(Ic)→ G• •(I1)⊗̃ · · · ⊗̃G• •(Ii ∪ Ii+1)⊗̃ · · · ⊗̃G• •(Ic)

which is, as before, a map of “2(c− 1)-ple” complexes. For m, m′ distinct, ρmρm′ = ρm′ρm.

For k ∈
◦
I − Σ, define a map of complexes

Πk : G(I|Σ)→ G(I − {k}|Σ)

as follows. Let I = [1, n] for simplicity.
First assume Σ = ∅. On the direct sum F (A) where A = (M1; · · · ;Mn) is a multi-sequence

on [1, n], let Πk = 0 unless Mk = (Mk|∅) with |Mk| = 1. For such Mk, letting Mk = {j} and
A|[1,n]−{k} = (M1; · · · ; M̂k; · · · ;Mn), we define

Πk : F (A)→ F (A|[1,n]−{k}) ,

by Πk(u) = (−1)jφj(u) (not a typo for (−1)jφj(u)). The following figure is for the case n = 3
and k = 2.

M1

M2 = {j}

M3

M1

M3

Taking the sum over A’s, we obtain a map Πk : H
• • •(I)→ H• • •(I − {k}). One verifies
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(2.10.2) Lemma. (1) The map Πk : H• • •(I) → H• • •(I − {k}) is a map of “triple”
complexes.

(2) If k ̸= k′, ΠkΠk′ = Πk′Πk.

Proof. (1) For A = (M1; · · · ;Mn) withMk = (Mk|∅), |Mk| = 1 andMk = {j}, if u ∈ F (A),
one has

∂φj(u) = φj∂(u) ,

φφj(u) = φjφ(u) .

To show the first equality, let A1, · · · , Ar be the segmentation ofM =M1∪· · ·∪Mn byM
′, and

assume u = u1 ⊗ · · · ⊗ ur ∈ F (A) with ui ∈ F (Ai). The notion of segmentaton was discussed
in (2.6) in case c = 2. Then

∂(u) =
∑
i

{
∑
a>i

deg1(ua)}u1 ⊗ · · · ⊗ (∂ui)⊗ · · · ⊗ ur .

One also has
φj(u1 ⊗ · · · ⊗ ur) = u1 ⊗ · · · ⊗ φj(uk)⊗ · · · ur

by the compatibility of φj and the tensor product, (1.5)(3). Since deg1(uk) = deg1 φj(uk), the
first equality follows. The proof of the second equality is similar.

We also have
σaφj(u) = φjσa(u) .

Indeed if a ∈M−M ′, a ̸= j, and if σa(u) =
∑
u′⊗u′′, then σa(u) =

∑
{deg1(u′) ·γ(u′′)}u′⊗u′′.

If a > j, u′ and φj(u
′) have the same deg1; if a < j, u′′ and φj(u

′′) have the same deg1. Hence
the equality follows. Thus

σintφj(u) = φjσint(u) ,

σoutφj(u) = φjσout(u) .

As for f , one easily verifies

fK1φj(u) = φjfK1(u) , fKnφj(u) = φjfKn(u) .

Now we look at (−1)jφj. Since φj commutes with ∂, One has ∂((−1)jφj) = ((−1)jφj)∂
and φi((−1)jφj) = ((−1)jφj)φi for i ̸= j. In addition, if j < j′ and Mk = {j, j′}, M ′

k = ∅,
then for u ∈ F (A),

((−1)j′φj′ )φj +φj′((−1)jφj ) = 0 .

To prove this assume As contains Mk, so that

φj(u) =
∑
i

{
∑
a>i

deg1(ua)}u1 ⊗ · · · ⊗φj(ui)⊗ · · · ⊗ ur ,

and φj(ui) = {|ui| + γ((As)≤j)}φj(ui). The identity follows from γ((As)≤j′) − γ((As)≤j) =
j′ − j − 1.

It follows Πk commutes with δ, σint, and d3.
(2) is obvious.

Taking Φ and then Tot we get an induced map Πk : G(I)→ G(I − {k}).
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We extend this to a map of complexes Πk : G(I|Σ) → G(I − {k}|Σ) as follows. First
consider the map

H• • •(I1)⊗̃ · · · ⊗̃H• • •(Ic)→ H• • •(I1)⊗̃ · · · ⊗̃H• • •(Ii − {k})⊗̃ · · · ⊗̃H• • •(Ic)

which sends u = u1 ⊗ · · · ⊗ uc ∈ G(I1)⊗̃ · · · ⊗̃G(Ic) to

u1 ⊗ · · · ⊗ Πk(ui)⊗ · · · ⊗ uc .

Applying Tot’s and Φ, we get a map of “c-ple” complexes Πk : G(I|Σ)→ G(I − {k}|Σ). Then
Πk satisfies properties similar to the above, and in addition (3) below. Indeed (1), (2) hold at
the level of “triple” complexes H• • •(I|Σ), and (3) holds at the level of G• •(I1)⊗̃ · · · ⊗̃G• •(Ic).
The proof is straightforward.

(2.10.3) Lemma. (1) The Πk : G(I|Σ)→ G(I − {k}|Σ) is a map of complexes.
(2) If k ̸= k′, ΠkΠk′ = Πk′Πk.
(3) If m ̸= k, Πkρm = ρmΠk.

For a subset K ⊂
◦
I , define ΠK : G(I|Σ)→ G(I −K|Σ) by composing Πk for k ∈ K. If K

is the disjoint union of K ′ and K ′′, then ΠK = ΠK′ΠK′′ .

(2.11)The complexes G(I, T ). For I = [1, n], and a multi-sequence A = (M1; · · · ;Mn), the

type of A is the subset of
◦
I defined by

T = {i ∈
◦
I |M ′

i ̸= ∅}.

For T ⊂
◦
I , consider the complex ⊕

A of type T

F (A) .

We make it into a “triple” complex denoted H• • •(I, T ) as follows.
The first degree and differential are the same as before. The second degree is deg2 =

|M ′
int|+ 1 as before, and the differential is

d2(u) = σint,T (u) :=
∑

(−1)|(M ′
int)>k|u1 ⊗ · · · ⊗ σk(uj)⊗ · · · ⊗ ur

the sum over k ∈ ∪i∈T (Mi − M ′
i). (The restriction on k is imposed so that the target is

still of type T ). The third degree and differential are the same as before: deg3(u) = |M ′
out|,

d3 = σout + fK1 + fKn .
The complex H• • •(I) has a filtration by subcomplexes indexed by types. For a given type

T the corresponding subcomplex FilT is given as the sum
⊕

F (A), where A varies over multi-
sequences A with type containing T . The subquotient (at T ) in the filtration is the complex
H• • •(I, T ) introduced above.

Let G(I, T ) be the complex obtained from this by applying Φ and shifting the degree by
|T |+ 1:

G(I, T ) = Tot(ΦH• • •(I, T ) )[ |T |+ 1] .

Namely
degG(I,T )(u) = degG(I)(u)− |T | − 1
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and the differential dG(I,T ) is (−1)|T |+1 times the original differential (−1)deg2δ + σint,T .
For T ⊂ T ′ with |T ′| = |T |+ 1, let

σT,T ′ := (−1)|T>i|
∑

(−1)|(M ′
out)>k|σk : G(I, T )→ G(I, T ′) ,

the sum over k ∈Mi, T
′ = T ∪ {i}. Then σT,T ′ is a map of complexes.

(2.11.1) Lemma. (1) If i, j are distinct elements not in T , letting T1 = T ∪ {i}, T2 =
T ∪ {j}, one has σT1 T ′′σT T1 = σT2 T ′′σT T2.

(2) σT,T ′ is a quasi-isomorphism.

Proof. (1) Immediate from the definition and the property σσ = 0, (2.5.1).
(2) For each A = (M1; · · · ;Mn) of type T , T

′ = T ∪ {i}, the total complex of the following
double comlex is acyclic (by condition (4) of (1.5) ):

F (A)
σ−−−→

⊕
|M ′

i |=1

F (M1; · · · ; (Mi|M ′
i); · · · ;Mn)

σ−−−→
⊕

|M ′
i |=2

F (M1; · · · ; (Mi|M ′
i); · · · ;Mn)

σ−−−→· · · → F (M1; · · · ; (Mi|Mi); · · · ;Mn) .

Taking the sum over A and applying Φ, the first term F (A) gives G(I, T ), and the terms from
the second to the last give G(I, T ′). Hence the assertion.

Consider the “double” complex

G(I, ∅) σ̃−−−→
⊕

|T |=1

G(I, T )
σ̃−−−→· · · σ̃−−−→G(I,

◦
I ) , (2.11.2)

where σ̃ is the sum of (−1)|T>i|σT,T ′ for T ′ = T ∪ {i}, and G(I, ∅) is placed in degree 1. To be
precise, the first degree for G(I, T ) is |T |+ 1, the first differential is σ̃, and the second degree
and differential are the ones for G(I, T ).

Note
σ̃ =

∑
k

(−1)|(M ′
out)>k|σk

the sum over k ∈ Mi with i ̸∈ T . Using this one verifies G(I) is the total complex of the
“double” complex (2.11.2). Indeed the total degree of u ∈ G(I, T )p equals p + |T | + 1, which
equals its total degree in G(I). The total differential acting on u ∈ G(I, T )p is, according to
(0.3),

σ̃ + (−1)|T |+1 · (−1)|T |+1((−1)deg2 uδ + σint,T ) ,

which equals the total differential in G(I).
These definitions make sense for any subset I of [1, n].

Remark. The passage from G(I, T ) to G(I) is the same as the construction in [8], (2.3).
We examined the signs carefully in order to demonstrate this. Otherwise the signs will not be
too important for the rest of this paper.
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(2.12)The complexes G(I, T |Σ). It is obvious how to refine (2.10) taking the type into account.

For Σ ⊂
◦
I and T ⊂

◦
I − Σ, letting I1, · · · , Ic be the corresponding segmentation of I and

Ti = T ∩
◦
Ii, let

H• • •(I, T |Σ) = H• • •(I1, T1)⊗̃ · · · ⊗̃H• • •(Ic, Tc)

=
⊕

F (A1)⊗̃ · · · ⊗̃F (Ac) ,

the sum over (A1, · · · , Ac) where Ai is a multi-sequence on Ii of type Ti. From this we get a
“c-ple” complex as

G(I, T |Σ) := Tot12 · · ·Tot2c−1,2cΦTot3,··· ,3c(H
• • •(I, T |Σ) )[|T1|+ 1, · · · , |Tc|+ 1] .

Here Tot12 · · ·Tot2c−1,2cΦTot3,··· ,3c is the same procedure as before to get a “c-ple” complex,
and [|T1|+ 1, · · · , |Tc|+ 1] is a shift of degrees applied to it.

Clearly there is an injective quasi-isomorphism ιΣ : G(I, T |Σ) → G(I, T ⌉⌈Σ). The map ρm
defined in (2.10) is the direct sum of the maps ρm : G(I, T |Σ) → G(I, T ∪ {m}|Σ − {m}).
Composing ρm’s one obtains maps

ρK : G(I, T |Σ)→ G(I, T ∪K|Σ−K) .

The map Πk : G(I|Σ) → G(I − {k}|Σ) defined in (2.10) is the sum of Πk : G(I, T |Σ) →
G(I − {k}, T |Σ). Composing Πk’s one obtains

ΠK : G(I, T |Σ)→ G(I −K,T |Σ) .

One also has σT,T ′ : G(I, T |Σ) → G(I, T ′|Σ) the sum of which is σT,T ′ in the previous
section.

Thus Assumption (A) in [8], (2.10) is satisfied for G(I, T |Σ), and the maps ιΣ, σT,T ′ , ρK
and ΠK (the last three playing the roles of r, ρ, π, respectively). We do not recall Assumption
(A) here; it is enough to say that all the required conditions have been proven in (2.7)-(2.12).
The comparison of data is as follows:

this section [8], §2
G(I, T ) A(I, J)
G(I|Σ) A(I|Σ)
⊗̃ ⊗̂
σT,T ′ rJ,J′
σ̃ r
ρm ρm
Πk πk
F(I|S) B(I|S) .

(2.13) The complex F(I|S). Now that we have Assumption (A) satisfied, we can apply the

construction of [8], (2.10) to obtain the bar complex F(I|S) for a subset S ⊂
◦
I . We recall the

construction, for the convenience of the reader, and refer to [8] for the proofs of the properties.

32



Let I be a finite ordered set and S ⊂
◦
I ; set

F(I|S) :=
⊕
Σ⊃S

G(I|Σ) ,

where Σ varies over subsets containing S. The degree of u = u1 ⊗ · · · ⊗ uc ∈ G(I|Σ) =
G(I1)⊗̃ · · · ⊗̃G(Ic) is degF(u) =

∑
(ϵj−1), ϵj = degG uj. The differential dF is the sum d̄G+ ρ̄ of

the maps given as follows. If I1, · · · , Ic is the partition of I corresponding to Σ, on an element
u = u1 ⊗ · · · ⊗ uc ∈ G(I|Σ) with ϵj = deg(uj)− 1,

d̄G(u1 ⊗ · · · ⊗ uc) = −
∑

(−1)
∑

j>i ϵj u1 ⊗ · · · ⊗ ui−1 ⊗ dG(ui)⊗ · · · ⊗ uc ,

ρ̄(u1 ⊗ · · · ⊗ uc) =
∑

1≤i≤c−1

(−1)
∑

j≥i ϵjρki(u)

with ki = tm(Ii). If S = ∅, let F(I) = F(I|∅). If |I| = 2, F(I) coincides with F(K,L) defined
before.

One has the obvious surjection σS S′ : F(I|S)→ F(I|S ′) for S ⊂ S ′; it is easy to see σS S′ is
a quasi-isomorphism. There is an injective quasi-isomorphism ιS : F(I|S) → F(I ⌉⌈S), defined
as the sum of the injections G(I|Σ)→ G(I ⌉⌈Σ).

For K ⊂
◦
I disjoint from S, let φK : F(I|S)→ F(I −K|Σ) be the sum of the maps

ΠK : G(I|Σ)→ G(I −K|Σ)

if K is disjoint from Σ, and zero otherwise.
In the next proposition we state the properties of F(I|S). The proof is in [8], (2.11)-(2.12).

(2.14) Proposition. (1) F(I) is a complex of free Z-modules. For S ⊂
◦
I corresponding to

a segmentation I1, · · · , Ic of I, let F(I ⌉⌈S) = F(I1) ⊗ · · · ⊗ F(Ic). F(I|S) is a complex of free
Z-modules together with an injective quasi-isomorphism ιS : F(I|S) ↪→ F(I ⌉⌈S). If S = ∅,
F(I|∅) = F(I). If S =

◦
I , I = [1, n] and Ii = [i, i+ 1],

F(I|
◦
I ) = G(I1)[1]⊗̃ · · · ⊗̃G(In−1)[1]

= G(I1, ∅)⊗̃ · · · ⊗̃G(In−1, ∅) = G(I, ∅|
◦
I ).

If S ⊃ S ′, S ′ gives the segmentation I1, · · · , Ic and Si =
◦
Ii ∩ S, then one has inclusion

F(I|S) ⊂ F(I1|S1)⊗ · · · ⊗ F(Ic|Sc) ⊂ F(I ⌉⌈S) .

(2) For subsets S ⊂ S ′ there corresponds a surjective quasi-isomorphism σS S′ : F(I|S) →
F(I|S ′). One has σS S′′ = σS′ S′′σS S′. The σ is compatible with the inclusion F(I|S) ⊂ F(I1|S1)⊗
· · · ⊗ F(Ic|Sc), namely if S ⊂ S ′′ and S ′′

i = S ′′ ∩
◦
Ii, the following commutes:

F(I|S) ↪→ F(I1|S1)⊗ · · · ⊗ F(Ic|Sc)yσS S′′

y⊗σSi S
′′
i

F(I|S ′′) ↪→ F(I1|S ′′
1 )⊗ · · · ⊗ F(Ic|S ′′

c ) .
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(3) There are maps φK : F(I|S)→ F(I−K|S) which satisfy φK = φK′′φK′ if K = K ′⨿K ′′

and are compatible with σS S′, namely the following diagram commutes:

F(I|S) σS S′−−−→ F(I|S ′)yφK

yφK

F(I −K|S) σS S′−−−→ F(I −K|S ′) .

The following square commutes in the derived category.

F(I|S) σ−−−→ G(I, ∅|
◦
I )

ι−−−→ G(I, ∅ ⌉⌈
◦
I )yφK

yφK

F(I −K|S) σ−−−→ G(I −K, ∅|
◦
I −K)

ι−−−→ G(I −K, ∅ ⌉⌈
◦
I −K)

(Here the right vertical map is defined as follows. Consider the diagram

G(I, ∅|Σ)yρK
G(I, ∅|Σ−K)

σ∅,K−−−→ G(I,K|Σ−K)yπK

G(I −K, ∅|Σ−K)

Inverting the quasi-isomorphism σ, we get a map in the derived category of abelian groups
φK : G(I, ∅ ⌉⌈Σ)→ G(I −K, ∅ ⌉⌈Σ−K).)

(4) Let R, J be disjoint subsets of
◦
I , with J non-empty. Then the following sequence of

complexes is exact (the maps are alternating sums of the quotient maps σ)

F(I|R) σ−−−→
⊕

S⊂J ,|S|=1

F(I|R ∪ S) σ−−−→
⊕

S⊂J ,|S|=2

F(I|R ∪ S) σ−−−→· · · → F(I|R ∪ J)→ 0 .

Moreover the total complex of the sequence is acyclic. (Equivalently, the induced map σ :

F(I|R) → Ker
(
σ :

⊕
S⊂J ,|S|=1 F(I|R ∪ S)→

⊕
S⊂J ,|S|=2 F(I|R ∪ S)

)
is a surjective quasi-

isomorphism.)

3 The quasi DG category C∆.

(3.1) Let C be a quasi DG category. We will define another quasi DG category C∆, where
the objects are C-diagrams in C as defined in §2. For a sequence of C-diagrams K1, · · · , Kn,
we have defined complexes F(K1, · · · , Kn|S) and maps σS S′ , φK satisfying the conditions of
(1.5), (1)-(4), except for the existence of direct sum. We will verify the remaining properties,
in particular (5).

In (3.10)-(3.12) we show that the homotopy category of C∆ has the structure of a triangu-
lated category, concluding the proof of Main Theorem.

(3.2) The subcomplex F(K,L). We first examine the composition in the homotopy category.
Let us recall F(K,L) is given by

F(K,L) = ΦH• • ⊂ H• 1
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where
H• 1 =

⊕
F (M |∅;N |∅)

the sum over double sequences (M |∅;N |∅), which we will abbreviate to (M ;N). So an element
of H• 1 is of the form u = (u(M ;N) ) ∈

⊕
F (M ;N). The differential dF acting on u is nothing

but δ = ∂ +φ as defined in §2. u has degree (= degF) zero if u(M ;N) ∈ F (M ;N)−γ(M ;N).

(i) An element u ∈ H• 1 of degree zero is in F(K,L)0 if the following condition (σ-consistency)
is satisfied. For k ∈M , k ̸= in(M),

σk(u(M ;N)) = fK(M≤k)⊗ u(M≥k;N) .

For k ∈ N , k ̸= tm(N), σk(u(M ;N) ) = u(M ;N≤k)⊗ fL(N≥k).
(ii) It is δ-closed if

∂(u(M ;N) ) +
∑

φk(u(M ∪ {k};N) ) +
∑

φk(u(M ;N ∪ {k}) ) = 0 .

Here k in the first sum varies over the set [inM,∞) − M , and k in the second sum over
(−∞, tmN ]−N .

Recall from §1 we have the homotopy category Ho(C∆). A morphism u : K → L in the
homotopy category is represented by u ∈ F(K,L)0 which is δ-closed.

(3.3)The complex F(K,L,M). For a finite sequence of C-diagrams K1, · · · , Kn, we defined in
(2.13) the complex F(K1, · · · , Kn). We now examine the case n = 3. Let K, L, M be three
C-diagrams. The complex F(K,L,M) is of the form

G([1, 3], ∅|{2})yρ̄
G([1, 3], ∅) −σ̃−−−→ G([1, 3], {2})

which we also write
G(K,L)⊗̃G(L,M)yρ̄

G(K,L,M, ∅) −σ̃−−−→ G(K,L,M, {2}) .

• The differential dF is equal to d̄G + ρ̄, to be specified below.
• Recall in general the complex G(I) is the direct sum of G(I, T ), each G(I, T ) is a complex

with differential dG(I,T ), and on G(I, T )

dG(I) =
∑

(−1)|T |+1dG(I,T ) + σ̃

where σ̃ =
∑

σk, the sum over k ∈Mi with i ̸∈ T . In particular G([1, 3]) is of the form

G([1, 3], ∅) σ̃−−−→G([1, 3], {2}) .

• For u⊗ v ∈ G(K,L)⊗̃G(L,M), degF(u⊗ v) = degG(u) + degG(v)− 2, and dF(u⊗ v) =
d̄G(u⊗ v) + ρ̄(u⊗ v), where

d̄G(u⊗ v) = −(−1)degG(v)−1dG(u)⊗ v − u⊗ dG(v) ,
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ρ̄(u⊗ v) = (−1)degG(v)−1ρ(u⊗ v) .

Further, ρ(u ⊗ v) = (−1)deg2(u)·deg1(v)u ⊗ v if u ∈ F (A), v ∈ F (B) with tm(A) = in(B), and
zero otherwise.

Note if u⊗ v ∈ G(K,L)1⊗̃G(L,M)1 one has (−1)degG(v)−1 = 1 and, since deg1(v) = 0,
(−1)deg2(u)·deg1(v) = 1.
• For W ∈ G(∅) := G(K,L,M, ∅), degF(W ) = degG(W )− 1 = degG(∅)(W ), and

dF(W ) = −dG(W ) = dG(∅)(W )− σ̃(W ) .

• For z ∈ G({2}) = G(K,L,M, {2}), degF(W ) = degG(W )− 1 = degG({2})(W ) + 1, and

dF(z) = −dG(z) = −dG({2})(z) .

In particular, for a degree 0 element of F(K,L,M) is of the form (u⊗ v,W, z) with

u⊗ v ∈ G(K,L)1⊗̃G(L,M)1 ,W ∈ G(K,L,M, ∅)0 , z ∈ G(K,L,M, {2})−1 ,

then one has

dF(u⊗ v,W, z) = −dG(u)⊗ v − u⊗ dG(v) + ρ(u⊗ v)
+dG(∅)(W )− σ̃(W )

−dG(z) .

We also recall there is a map of complexes Π2 = ΠL : G(K,L,M, ∅)→ G(K,M)[1].

(3.4) Proposition. Let u : K → L and v : L → M be morphisms. Assume u is represented
by u ∈ G(K,L)1 and v represented by v ∈ G(L,M)1, and u⊗ v ∈ G(K,L)⊗̃G(L,M). Then

(1) There are an element W ∈ G(K,L,M, ∅)0, d-closed in G(K,L,M, ∅), and an element
z ∈ G(K,L,M, {2})−1 such that

ρ(u⊗ v)− σ̃(W )− dG(z) = 0 .

In this case (u⊗ v,W, z) ∈ F(K,L,M)0 is dF-closed. (Note the degree in G(K,L,M) is shifted,
so degG(W ) = 1, and degG(z) = 1.)

(2) If (1) is satisfied, the element ΠL(W ) ∈ G(K,M)1 is d-closed and represents the mor-
phism u · v : K →M .

Proof. (1) Since u ⊗ v is d-closed in G(K,L)⊗̃G(L,M), ρ(u ⊗ v) ∈ G(K,L,M, {2})0 is
d-closed. Since σ̃ is a quasi-isomorphism, the claim follows.

(2) By definition the composition is induced by the projection F(K,L,M)→ G(K,L)⊗̃G(L,M)
and the composition of the maps as

F(K,L,M)
proj−−−→G(K,L,M, ∅)
ΠL−−−→G(K,M)[1] = F(K,M) .

So the assertion is obvious.

(3.5)The identity map. Let K = (Km; f(M)) be an object. For a non-decreasing sequence
M = (m1, · · · ,mµ), m1 ≤ m2 ≤ · · · ≤ mµ, let M

′ be the increasing sequence obtained by
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eliminating repetitions. Set γ(M) = γ(M ′). We have the diagonal extension map diag :
F (M ′) → F (M). Let f(M) ∈ F (M) be the image of f(M ′) ∈ F (M ′). (We say that f(M) is
obtained from f(M ′) by means of diagonal extension.)

These elements

f(M) = f(m1, · · · ,mµ) ∈ F (Km1 , · · · , Kmµ)−γ(M)

satisfy the following properties:
(i) For each M ,

∂f(M) +
∑
a

φa(f(M ∪ {a}) ) = 0

where a varies over [in(M), tm(M)]−M = [in(M ′), tm(M ′)]−M ′.
(ii) For k = mi, k ̸= m1,mµ one has

σmi
(f(M) ) = f(m1, · · · ,mi)⊗ f(mi, · · · ,mµ)

or σk(f(M)) = f(M≤k)⊗ f(M≥k) for short.
(iii) For k = mi which is repeated in M ,

φmi
(f(m1, · · · ,mµ) ) = f(m1, · · · , m̂i, · · · ,mµ) .

(iv) If m1 = · · · = mµ = m, then f(m, · · · ,m) = ∆(m, · · · ,m) ∈ F (Km1 , · · · , Kmµ).

For a sequence (M ;N) = (m1, · · · ,mµ;n1, · · · , nν) with m1 < · · · < mµ ≤ n1 < · · · < nν ,
let

f̃(M ;N) = f̃(m1, · · · ,mµ;n1, · · · , nν)

=

{
(−1)n1f(m1, · · · ,mµ, n1, · · · , nν) ∈ F (M ;N)−γ(M ;N) if mν = n1

0 if mν < n1 .

One may simply write f̃(m1, · · · ,mµ;n1, · · · , nν) = (−1)n1δmµ n1f(m1, · · · ,mµ, n1, · · · , nν).
Note the repetition of indices can occur only in the first case for mµ and n1, and f̃(M ;N) ∈
F (M ;N)−γ(M ;N). The collection (f̃(M ;N) ), as (M ;N) varies, is an element in H• 1(K,K).

Proposition. The element (f̃(M ;N) ) is contained in F(K,K)0 and δ-closed.

Proof. We verify the two conditions in (3.2). The first condition is obvious. To show the
identity

∂(f̃(M ;N) ) +
∑

φk(f̃(M ∪ {k};N) ) +
∑

φk(f̃(M ;N ∪ {k}) ) = 0 ,

there are cases mµ = n1 and mµ < n1. If mµ = n1 it holds by property (i) for f(M). If
mµ < n1, the first term is zero and the last two terms are

φn1
({n1}f(m1, · · · ,mµ, n1;n1, · · · , nν) ) +φmµ

({n1}f(m1, · · · ,mµ;mµ, n1, · · · , nν) )

which is zero by property (iii) above.
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Let ιK : K → K be the morphism represented by (f̃(M ;N) ). The following shows it is the
identity map.

(3.6) Proposition. For any morphism u : K → L, one has ιK · u = u. Similarly for any
v : K → L, v · ιL = v.

Proof. Let u be represented by u = (u(M ;N)) ∈ F(K,L)0. Then ρ(f̃ ⊗ u) equals∑
tmN=in N̄

f̃(M ;N)⊗ u(N̄ ;R) ∈ ⊕F (KM ;KN)⊗̃F (KN̄ ;LR) ⊂ G(K,K,L, {2}) .

Here (M ;N) and (N̄ ;R) are free double sequences. The restriction tmN = in N̄ occurs since
ρ acts as identity in that case, and as zero otherwise.

M

N

R

N̄

By means of diagonal extension, for any (M ;N) = (m1, · · · ,mµ;n1, · · · , nν) with m1 ≤
· · · ≤ mµ, n1 ≤ · · · ≤ nν , one obtains u(M ;N) ∈ F (M ;N) satisfying properties similar to
(i)-(iv) for f(M) above. Let

W = (W (M ;N ;R) ) ∈
⊕

F (KM ;KN ;LR) ⊂ G(K,K,L, ∅)

where for each free triple sequence (M ;N ;R),

W (M ;N ;R) = u(M△N ;R) :=

{
(−1)ℓu(M,N ;R) if tmM = ℓ = inN ,

0 if tmM ̸= inN .

The sign △ indicates applying diagonal extension if tmM = ℓ = inN and putting sign (−1)ℓ.
Then W is σ-consistent, namely

σk(W (M ;N ;R) ) =


f(M≤k)⊗W (M≥k;N ;R) if k ∈M − {inM}
f̃(M ;N≤k)⊗ u(N≥k;R) if k ∈ N
W (M ;N ;R≤k)⊗ fL(R≥k) if k ∈ R− {tmR} .

Also, W is δ-closed, as can be shown by the same argument as in the proof of the above
proposition. Further one has

σ2(W ) = σ2(W ) = ρ(f̃ ⊗ u) .

The second equality is clear, and the first one holds because deg1 f̃(M ;N) = 0. By Proposition
(3.4), ι · u is represented by Π2(W ), which equals u:

Π2(W )(M ;R) = (−1)ℓφℓ(W (M ; {ℓ};R) )
= u(M ;R) .
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The argument for the second statement is similar.

(3.7) σ-consistent prolongation. For a = 1, 2, assume given a finite sequence of objects
i 7→ Xa

i . Let Xi = X1
i ⊕ X2

i . For a finite set of integers M and a map α : M → {1, 2}, let
Xα,M denote the sequence of objects X

α(i)
i indexed by i ∈ M , and F (Xα,M) := F (M,X

α(i)
i )

the corresponding complex. Similarly one has F (XM) = F (M,Xi). Then by additivity we
have

F (XM) =
⊕

F (Xα1,M1)⊗ · · · ⊗ F (Xαc,Mc)

where the sum is over all segmentations M1, · · · ,Mc of M and functions αi :Mi → {1, 2} such
that at each k = tmMi = inMi+1, αi(k) ̸= αi+1(k). Note

⊕
α F (X

α,M), the sum over functions
α on M , is a direct summand.

Now assume for each subset M and a function α :M → {1, 2}, given an element f(α,M) ∈
F (Xα,M) such that for k ∈

◦
M ,

σk(f(α,M) ) = f(α≤k,M≤k)⊗ f(α≥k,M≥k) ,

where α≤k (resp. α≥k) is the restriction of α to M≤k (resp. M≥k)). This is a kind of σ-
consistency. We then define an element f(M) ∈ F (XM) by

f(M) =
∑

f(α1,M1)⊗ · · · ⊗ f(αc,Mc) ,

the sum over M1, · · · ,Mc and αi : Mi → {1, 2} as above. Using the compatibility of σ and φ
with the additivity, one shows:

Proposition. (1) The set of elements f(M) ∈ F (XM) is σ-consistent, namely it satisfies
σk(f(M) ) = f(M≤k) ⊗ f(M≥k) in F (M≤k) ⊗ F (M≥k). Further (f(M) ) is the unique set of
σ-consistent elements such that, for each M , f(M) projects to (f(α,M) ) under the projection
F (M)→

⊕
α F (X

α,M).
We call f the σ-consistent prolongation of f .
(2) Assume in addition deg1 f(α,M) = 0 and the sum (f(α,M) ) ∈

⊕
F (Xα,M) is δ-closed.

Then (f(M)) ∈
⊕

F (XM) is δ-closed.

(3.8) Variant for F(K,L). Assume given two sequences of objects Ka = (Km
a ) for a = 1, 2.

Let K be the sequence of objects given by Km = Km
1 ⊕Km

2 . Assume for each free sequence M
and a function α : M → {1, 2}, given an element f(α,M) ∈ F (Kα,M) of deg1 = 0, such that
(f(α,M) ) is σ-consistent and δ-closed. Then the σ-consistent prolongation f(M) ∈ F (KM) as
in the previous subsection is again of first degree zero and δ-closed; thus the data (Km; f(M))
gives us a C-diagram.

We need a variant of the σ-consistent prolongation for the complex F(K,L). As in the
previous subsection, one has

F (KM ;LN) =
⊕

F (Kα1,M1)⊗ F (Kα2,M2)⊗ · · · ⊗ F (Kαr,Mr ;LN)

the sum is over segmentations M1, · · · ,Mr of M and functions αi : Mi → {1, 2} taking dis-
tinct values at the intersections of the subintervals. For convenience let us call the summand⊕

F (Kα,M ;LN) the primary part.
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Assume for each free double sequence (M ;N) and a function α : M → {1, 2}, given an
element u(α,M ;N) ∈ F (Kα,M ;L) satisfying σ-consistency: for each k ∈M ,

σk(u(α,M ;N) ) = f(α≤k,M≤k)⊗ u(M≥k;N) ;

for k ∈ N ,
σk(u(α,M ;N) ) = u(M ;N≤k)⊗ fL(N≥k) .

Then we define u(M ;N) ∈ F (KM ;LN) by a formula analogous to the one for f(M) in the
previous subsection.

(3.8.1) Proposition. The set of elements u(M ;N) ∈ F (KM ;LN) is σ-consistent. It is
the unique σ-consistent set of elements projecting to u(α,M ;N).

The elements u(α,M ;N) are called the primary part of u(M ;N).
Recall F(K,L) = Φ[

⊕
(M ;N) F (K

M ;LN)] is the subcomplex consisting of the σ-consistent

elements. Likewise let Φ[
⊕

(α,M ;N) F (K
α,M ;LN)] denote the subcomplex of σ-consistent ele-

ments in
⊕

(α,M ;N) F (K
α,M ;LN). (The notation is legitimate: there is indeed a double complex

whose Φ-part coincides with this.) Let

P : Φ[
⊕

(α,M ;N)

F (Kα,M ;LN)]→ Φ[
⊕

(M ;N)

F (KM ;LN)]

be the map given by the σ-consistent prolongation. It is an isomorphism of modules. By the
additivity of φ, it follows:

(3.8.2) Proposition. The map P is an isomorphism of complexes.

This enables us to reduce the study of u(M ;N) to that of the primary parts u(α,M ;N).
For example, if deg1 u(α,M ;N) = 0 and (u(α,M ;N) ) ∈

⊕
F (Kα,M ;LN) is δ-closed, then

(u(M ;N) ) ∈
⊕

F (KM ;LN) is also δ-closed.

Variants. It is obvious how to generalize the above to the situation where

(i) one has a direct sum decomposition of K into more than two objects;
(ii) the L has a direct sum decomposition;
(iii) one considers the complex G(K1, · · · , Kn) with n ≥ 3 in place of G(K,L).

(3.9) Direct sum and additivity. As a special case, assume we have two C-diagrams Ka =
(Km

a ; fa(M)) for a = 1, 2. Let f(α,M) ∈ F (Kα,M) be given as f(1,M) = f1(M), f(2,M) =
f2(M), and zero otherwise. Here 1 is the function with constant value 1. Then the resulting C-
diagram K = (Km; f(M)) is by definition the direct sum of K1 and K2. The next proposition
shows this is a categorical direct sum.

Proposition. We have

F(K1 ⊕K2, L) = F(K1, L)⊕ F(K2, L) .

Similarly F(K,L) is additive in L.
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Proof. Under the more general assumption of (3.8), we have an isomorphism between
Φ[
⊕

(α,M ;N) F (K
α,M ;LN)] and Φ[

⊕
(M ;N) F (K

M ;LN)]. In the present case the source coincides

with Φ[
⊕

F (KM
2 ;LN)]⊕ Φ[

⊕
F (KM

1 ;LN)].

Generalizing the above, one can show F(K1, · · · , Kn) is additive in each variable in the sense
of §1. For this we first show, by a similar argument, that G(K1, · · · , Kn|Σ) satisfies the partial
additivity: Assume Ki = Li ⊕Mi. If i ∈ Σ,

G(K1, · · · , Kn|Σ) = G(K1, · · · , Li, · · · , Kn|Σ)⊕G(K1, · · · ,Mi, · · · , Kn|Σ) ,

and if i ̸∈ Σ

G(K1, · · · , Kn|Σ)
= G(K1, · · · , Li, · · · , Kn|Σ)⊕G(K1, · · · ,Mi, · · · , Kn|Σ)
⊕G(K1, · · · , Li|Σ1)⊗G(Mi, · · · , Kn|Σ2)⊕G(K1, · · · ,Mi|Σ1)⊗G(Li, · · · , Kn|Σ2)

where Σ1,Σ2 is the partition of Σ by i. Further ρi is zero on the last two summands.
In case n = 3 and Σ = {2}, here is the outline of the proof. With the notation of (2.9), we

have obviously

Φ[(⊕F (A1) )⊗̃(⊕F (A2) )] = Φ[(⊕F (A1) )⊗ (⊕F (A2) )] ∩ [(⊕F (A1) )⊗̃(⊕F (A2) )] .

Since Φ[(⊕F (A1) ) ⊗ (⊕F (A2) )] ∼= Φ[(⊕F (A1) )] ⊗ Φ[(⊕F (A2) )] we have only to identify
Φ[(⊕F (A1) )], which can be done as in the above proposition.

It follows F(K1, · · · , Kn) satisfies the additivity. Compare the argument with that in (1.7).

(3.10) Shifting functor. For an increasing sequence M = (m1, · · · ,mµ), let M [1] = (m1 +
1, · · · ,mµ + 1). For a sequence M = (M |M ′) as in §2, let

M[1] = (M [1]|M ′[1]) .

Likewise for a double sequence (M;N), another double sequence (M[1];N[1]) is defined.
Let K = (Km; f(M)) be a C-diagram. Define another C-diagram

K[1] = (K[1]m; (f [1])(M) )

by (K[1])m = Km+1 and (f [1])(M) = f(M [1]) ∈ F (M [1]) (namely (f [1])(m1, · · · ,mµ) =
f(m1 + 1, · · · ,mµ + 1) ).

Let K and L be C-diagrams. Recall

H• •(K,L) =
⊕

(M;N)
F (KM;LN) =

⊕
F (M;N) .

So an element u has (M;N)-component u(M;N) ∈ F (M;N). Similarly

H• •(K[1], L[1]) =
⊕

(M;N)
F (M[1];N[1]) .

Define a map
(−)[1] : H• •(K,L)→ H• •(K[1], L[1])
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by sending u = (u(M;N) ) to u[1] with (u[1])(M;N) = u(M[1];N[1]) ∈ F (M[1],N[1]). This map
preserves |u|, γ(u) and τ(u), so it preserves deg1 and deg2; it is also compatible with the maps
δ and d′. Thus shift is an isomorphism of complexes (indeed an isomorphism of the underlying
“double” complexes). We change the sign and let

shift : H• •(K,L)→ H• •(K[1], L[1])

be the map given by by u 7→ −u[1]. Taking Φ we get an isomorphism of complexes shift :
G(K,L)→ G(K[1], L[1]).

Similarly for n C-diagrams K1, · · · , Kn, one defines the isomorphism of complexes

shift : G(K1, · · · , Kn)→ G(K1[1], · · · , Kn[1])

by which sends u to (−1)n−1u[1]. For Σ a subset of (1, n) with cardinality r − 1, let I1, · · · , Ir
be the corresponding segmentation of [1, n], and let

shift : G(K1, · · · , Kn|Σ)→ G(K1[1], · · · , Kn[1]|Σ)

be given by
u = u1 ⊗ · · · ⊗ ur 7→ (−1)|I1|−1u[1]⊗ · · · ⊗ (−1)|Ir|−1ur[1]

Claim. The map shift commutes with ρm and Πk.

Proof. This follows from the definitions. To verify the commutativity with Πk, assume for
example Σ = ∅ and u ∈ F (A), where A = ((M1|M ′

1); · · · ; (Mn|M ′
n)) is a multi-sequence on

[1, n], and Mk = (Mk|∅) with Mk = {j}; then both shift ◦Πk(u) and Πk ◦ shift(u) are equal to
(−1)jφj(u). Note we need to need a minus sign for u[1] for the commutativity with Πk.

Thus passing to the bar complexes one obtains an isomorphism

shift : F(K1, · · · , Kn|S)→ F(K1[1], · · · , Kn[1]|S)

compatible with the maps σS S′ and φK . ThusK 7→ K[1], u 7→ shift(u) give an auto-equivalence
of the quasi DG category C∆.

If u : K → L is a morphism represented by u = (u(M ;N)) ∈ F(K,L)0, then u[1] : K[1]→
L[1] is the morphism represented by −u[1] = (−u(M [1];N [1]) ) ∈ F(K[1], L[1])0.

(3.11) The cone of a morphism. Let u : (Km; f(M) ) → (Lm; g(M) ) be a morphism. Take a
representative u = (u(M ;N) ) in F(K,L)0.

The cone of u is the object Cu = (Cm
u ;h(M) ), where

Cm
u = Km+1

⊕
Lm ,

and the elements
h(m1, · · · ,mµ) ∈ F (Cm1

u , · · · , Cmµ
u )−γ(m1,··· ,mµ)

are to be specified. For m1 < · · · < mµ, the complex F (Cm1
u , · · · , Cmµ

u ) contains as a direct
summand

F (Km1+1, · · · , Kmµ+1)⊕
⊕

r=1,··· ,µ−1

F (Km1+1, · · · , Kmr+1;Lmr+1 , · · · , Lmµ)⊕F (Lm1 , · · · , Lmµ) .
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The inclusion is compatible with the differentials ∂, φk, and preserves |u| and γ(u).
Now let h(m1, · · · ,mµ) be the element in this subcomplex consisting of:

f(m1 + 1, · · · ,mµ + 1) ∈ F (Km1+1, · · · , Kmµ+1)−γ(m1,··· ,mµ) ,

u(m1 + 1, · · · ,mr + 1;mr+1, · · · ,mµ) ∈ F (Km1+1, · · · , Kmr+1;Lmr+1 , · · · , Lmµ)−γ(m1,··· ,mµ)

for 1 ≤ r ≤ µ− 1, and

g(m1, · · · ,mµ) ∈ F (Lm1 , · · · , Lmµ)−γ(m1,··· ,mµ) .

One verifies the condition

∂h(m1, · · · ,mµ) +
∑

φk(h(m1, · · · ,mt, k,mt+1, · · · ,mµ) ) = 0 .

To be concise, h(M) ∈ F (CM
u ) consists of f(M [1]) ∈ F (KM [1]), u(M ′[1];M ′′) ∈ F (KM ′[1];LM

′′
)

for partitions M =M ′ ∪M ′′, and g(M) ∈ F (LM). The following matrix expression is useful:

h(M) =

K[1] L

K[1]

L

[
f(M [1]) 0

u(M ′[1];M ′′) g(M)

]

where M ′,M ′′ are obtained from M by partition.
Referring to (3.7) for notation, with respect to the decomposition Cu = K[1]⊕ L, for a set

M and a function α : M → {1, 2} there corresponds an element h(α,M) ∈ F (Cα,M
u ); only for

the functions α = (1, · · · , 1, 2, · · · , 2) the corresponding elements are non-zero, and given as
above. We now apply the process of σ-consistent prolongation to obtain elements in F (CM

u ),
still denoted h(M). This gives us a C-diagram (Cu : h(M)), the cone of u.

There are canonical morphisms α(u) : L → Cu and β(u) : Cu → K[1] defined as follows.
The α(u) is the morphism represented by the elements

α(u)(m1, · · · ,mµ;n1, · · · , nν) = g̃(m1, · · · ,mµ;n1, · · · , nν)

in
⊕

F (Lm1 , · · · , Lmµ ;Ln1 , · · · , Lnν ) ⊂ F(L;Cu). Recall g̃ is given by

g̃(m1, · · · ,mµ;n1, · · · , nν)

=

{
(−1)n1g(m1, · · · ,mµ;n1, · · · , nν) if mµ = n1

0 if mν < n1 .

Clearly α(u) ∈ F(L,Cu)0, and δ-closed, thus representing a morphism. In short one may write
α(M ;N) = g̃(M ;N), or more precisely

α(M ;N) =
L

K[1]
L

[
0

g̃(M ;N)

]
.

The β(u) is represented by
β(m1, · · · ,mµ;n1, · · · , nν)

43



in
⊕

F (K[1]m1 , · · · , K[1]mµ ;K[1]n1 , · · · , K[1]nν ) ⊂ F(Cu;K[1]) given by

β(m1, · · · ,mµ;n1, · · · , nν)

=

{
(−1)n1f(m1 + 1, · · · ,mµ + 1, n1 + 1, · · · , nν + 1) if mµ = n1

0 if mµ < n1 .

In other words,

β(M ;N) =
K[1] L

K[1] [ (f [1])̃ (M ;N) 0] .

It is obvious that the composition of α and β is zero. One thus has a triangle

K
u→ L→ Cu

[1]→ .

Such a triangle is called a standard distinguished triangle. We declare the distinguished triangles
to be the ones isomorphic to the standard ones.

The verification of the axioms of triangulated category is parallel to the case of the homotopy
category of complexes; see e.g. [10], §1.4 for a detailed exposition. The arguments are similar
to the DG case, done in [6], II in detail. The above definitions of h(M), α, β are motivated by
the DG case.

Two of the axioms are non-trivial. We will only illustrate the proof of one of the axioms.

(3.12) Proposition. There exists an isomorphism ϕ : K[1] → Cα(u) such that the following
diagram commutes:

L
α(u)−−−→ Cu

β(u)−−−→ K[1]
−u[1]−−−→ L[1]

id

y id

y ϕ

y id

y
L

α(u)−−−→ Cu
α(α(u))−−−−→ Cα(u)

β(α(u))−−−−→ L[1] .

Proof. First note that Cm
α(u) = Lm+1 ⊕Km+1 ⊕ Lm, and the structural elements k(M) ∈

F (CM
α(u)) are given as follows:

k(M) =

L[1] K[1] L

L[1]

K[1]

L


g(M [1]) 0 0

0 f(M [1]) 0

g(M ′[1]△M
′′) u(M ′[1];M ′′) g(M)


Here we let △ mean, if tm(M ′) + 1 = in(M ′′) = ℓ, taking the diagonal extension at Kℓ+1 and
putting the sign (−1)ℓ (not (−1)ℓ+1）. These elements are the primary ones, and one must take
the σ-consistent prolongation with respect to the decomposition of Cα(u) into three summands.

Define morphisms ψ : Cα(u) → K[1] and ϕ : K[1] → Cα(u) as follows. The ψ is represented
by

ψ(M ;N) =

L[1] K[1] L

K[1] [ 0 (f [1])̃ (M ;N) 0] ∈ F (CM
α(u);K[1]N) .
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One verifies ψ is in F and δ-closed, so represents a morphism.

The ϕ is given by the elements ϕ(M ;N) ∈ F (K[1]M ;CN
α(u)), each ϕ(M ;N) consisting of

(a)-(c):

(a) the elements u(M [1];N ′[1]△N
′′) ∈ F (K[1]M ;L[1]N

′
, LN

′′
) for partitions N = N ′ ⨿ N ′′

such that N ′ ̸= ∅ and tmN ′ + 1 = inN ′′ = ℓ (N ′′ is allowed to be empty). Here △ indicates
diagonal extension at Lℓ and putting sign (−1)ℓ. The element thus obtained

u(M [1];N ′[1]△N
′′) ∈ F (KM [1];LN

′[1]∪N ′′
)

can be viewed as in F (K[1]M ;L[1]N
′
, LN

′′
), which is part of F (K[1]M ;CN

α(u)).

(b) the elements u(M [1]△S[1];N
′′) ∈ F (K[1]M ;K[1]S, LN

′′
) for partitions N = S ⨿N ′′ such

that S ̸= ∅ and tmM = inS = ℓ (N ′′ may be empty). Here △ means diagonal extension at
Kℓ+1 and putting sign (−1)ℓ (not (−1)ℓ+1) . One must view the element in F (KM [1]∪S[1];LN

′′
)

as in F (K[1]M ;K[1]S, LN
′′
), which is part of F (K[1]M ;CN

α(u)).

(c) the elements (f [1])̃ (M ;N) ∈ F (K[1]M ;K[1]N).

These primary elements are σ-consistent and δ-closed; taking the σ-consistent prolongation
we obtain elements, still denoted ϕ(M ;N) ∈ F (K[1]M ;CN

α(u)), that are σ-consistent and δ-
closed.

One can verify
(i) α(α(u)) · ψ = β(u).
(ii) ϕ · β(α(u)) = −u[1].
(iii) ϕ · ψ = id.
(iv) ψ · ϕ = id.
We write out the proof of (i) and (ii) only. α(α(u)) is represented by α(α)(M ;N) ∈

F (CM
u ;CN

α(u)) given as

α(α)(M ;N) =

K[1] L

L[1]

K[1]

L


0 0

f(M [1]△N [1]) 0

∗ g(M△N)


(we will not need the precise form of the component ∗). So the only non-zero component of
α(α)⊗ ψ ∈ G(Cu, Cα(u))⊗̃G(Cα(u), K[1]) is in G(K[1], K[1])⊗̃G(K[1], K[1]), which is∑

f(M [1]△N [1])⊗ f(N̄ [1]△R[1]) ,

where (M ;N) and (N̄ ;R) vary over free double sequences. Hence

ρ(α(α)⊗ ψ) =
∑

tmN=in N̄

f(M [1]△N [1])⊗ f(N̄ [1]△R[1]) .

Let W ∈ G(Cu, Cα(u), K[1], ∅) be the element with primary parts

W (M ;N ;R) = f(M [1]△N [1]△R[1]) ∈ F (K[1]M ;K[1]N ;K[1]R) .
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One then has σ2(W ) = ρ(α(α) ⊗ ψ) (it is enough to check this for primary parts). Thus
α(α(u)) · ψ is represented by Π2(W ). The only non-zero terms come from W (M ;N ;R) with
|N | = 1 and tmM = inN = ℓ, so we have

Π2(W )(M ;R) = (−1)ℓφKℓ+1(f(M [1]△N [1]△R[1]) )

= f(M [1]△R[1]) .

This represents β(u).
To prove (ii), the map β(α) is represented by elements

β(α)(M ;N) =

L[1] K[1] L

K[1] [ (g[1])̃ (M ;N) 0 0] ∈ F (CM
α(u);K[1]N) .

Note (g[1])̃ (M ;N) = g(M [1]△N [1]). So ϕ⊗β(α) ∈ G(K[1], Cα(u))⊗̃G(Cα(u), L[1]) has non-zero

components only in F (K[1]M ;L[1]N)⊗ F (L[1]N̄ ;L[1]R), which are∑
u(M [1];N [1])⊗ g(N̄ [1];R[1])

the sum over free double sequences (M ;N) and (N̄ ;R). So ρ(ϕ ⊗ β(α)) is the sum of terms

with restriction tmN = in N̄ . Let W ∈ G(K[1], L[1], L[1], ∅) be the element with components

W (M ;N ;R) = u(M [1];N [1]△R[1])

the meaning of △ being as above. Then one has σ2(W ) = ρ(ϕ ⊗ β(α)). Further one shows
Π2(W )(M ;R) ) = u(M [1];R[1]) as before. So ϕ · β(α) is represented by this. On the other
hand, recall u[1] is represented by−u(M [1];N [1]), hence ϕ · β(α) = −u[1].

4 The triangulated category of motives over a variety

(4.1) Let S be a quasi-projective variety over a field k. We take the quasi DG category of
symbols Symb(S), recalled in (1.7), and apply the results of the previous sections. We obtain
the quasi DG category Symb(S)∆, and then its homotopy category Ho(Symb(S)∆).

Definition. We set D(S) = Ho(Symb(S)∆). This is a triangulated category. We call this
the triangulated category of mixed motives over S.

The next theorem follows from (1.7) and Main Theorem.

(4.2) Theorem. For X in (Smooth/k ,Proj/S) and r ∈ Z, there corresponds an object
h(X/S)(r) := (X/S, r)[−2r] in D(S). For two such objects we have

HomD(S)(h(X/S)(r)[2r], h(Y/S)(s)[2s− n]) = CHdimY−s+r(X ×S Y, n)

the right hand side being the higher Chow group of the fiber product X ×S Y .
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There is a functor
h : (Smooth/k ,Proj/S)opp → D(S)

that sends X to h(X/S), and a map f : X → Y to the class of its graph [Γf ] ∈ CHdimX(Y ×SX).
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