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Chapter 1

Introduction

1.1 Background

In 1952, A. M. Turing [21] proposed the idea that, when two chemicals with different diffusion
coefficients react each other, a spatially uniform state may become unstable, and as a result
a spatially non-uniform state emerges spontaneously. Nowadays his assertion is referred to
as “diffusion-driven instability”. In natural world, various patterns are observed, and it has
been confirmed that there are many phenomena for which this principle can explain how those
patterns are formed.

In 1972, A. Gierer and H. Meinhardt proposed the following activator-inhibitor system as a
model to explain the head formation inhydra:

(GM)



∂A
∂t
= ε2∆A− µa(x)A+ ρa(x)

(caAp

Hq
+ ρ0(x)

)
in Ω,

∂H
∂t
= D∆H − µh(x)H + ρh(x)

chAr

Hs
in Ω,

∂A
∂ν
=
∂H
∂ν
= 0 on∂Ω.

Here,Ω is a bounded domain inRn with smooth boundary∂Ω, ν denotes the unit outer nor-
mal to∂Ω, ∆ =

∑n
j=1 ∂

2/∂x2
j is the Laplace operator,ca, ch, ε, D are positive constants,µa(x),

ρa(x), ρ0(x), µh(x), ρh(x) are positive functions. They hypothesized that the head of hydra
is formed at the place where the activator concentrates. Moreover, since the activator grows
auto-catalytically, they assumed the inhibitor has the role of reducing the growth of activator to
prevent the explosion of the activator concentration. In numerical situations, the system (GM)
exhibits various type of patterns. Most typical one is the formation of spike-like patterns in
which the activator concentrates in a very narrow region around finitely many points. Some-
times the activator concentrates around curves or surfaces. Some patterns are stationary, and
others are nonstationary, depending on the parameters and initial data. From a mathematical
point of view, it is very difficult to understand rigorously the process of the formation of pattern
in (GM). For example, we do not know how to find all stationary solutions, and hence it is hope-
less to understand the global behavior of a solution with an arbitrary initial data. Therefore, it
is natural to consider a simplified system. Keener [10] proposed to take the limit ofD → ∞.
Formally speaking, in this limit,∆H → 0 and henceH(x, t) → ξ(t) because of the boundary
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condition. Hereξ(t) is an unknown. To derive an equation forξ(t), we integrate the second
equation of (GM) overΩ to obtain

∂

∂t

∫
Ω

H(x, t) dx= −
∫
Ω

µh(x)H(x, t) dx+
∫
Ω

ρh(x)ch
A(x, t)r

H(x, t)s
dx.

Hence, as a formal limit, we are led to

(SS)



∂A
∂t
= ε2∆A− µa(x)A+ ρa(x)

(caAp

ξq
+ ρ0(x)

)
for x ∈ Ω, t > 0,

|Ω|dξ
dt
= −ξ

∫
Ω

µh(x) dx+
1
ξs

∫
Ω

ρh(x)chAr dx for t > 0,

∂A
∂ν
= 0 for x ∈ ∂Ω, t > 0,

which is called theshadow systemfor (GM). This shadow system is regarded to preserve
some of the essential properties of the original system, and therefore the initial-boundary value
problem for (SS) is an important one that should be investigated first in theoretical studies.

We note thatξ is an unknown constant if we consider the stationary problem for (SS).
Therefore it is convenient to scale the activator asA(x) = ξq/(p−1)u(x), which yields

(SSS)



ε2∆u− µa(x)u+ ρa(x)cau
p + ξ−q/(p−1)ρa(x)ρ0(x) = 0 inΩ,

ch

∫
Ω

ρh(x)ur dx− ξs+1−qr/(p−1)

∫
Ω

µh(x) dx= 0,

∂u
∂ν
= 0 on∂Ω.

If ρ0(x) ≡ 0, then any (positive) solution of the Neumann problem for the single equation
ε2∆u− µa(x)u+ caρa(x)up = 0 inΩ,
∂u
∂ν
= 0 on∂Ω

determines the value ofξ by the second equation of (SSS). A fundamental question is whether
this Neumann problem has a nontrivial solution or not. There have been a huge amount of
literature concerning this question in the case whereµa(x) andρa(x) are constants. However,
not much has been known about the case of variable coefficients.

The purpose of this thesis is to study the structure of nontrivial solutions of the boundary
value problem for the following single equation with variable coefficients when the parameter
ε > 0 is sufficiently small:

(1.1)

{
ε2A(x)u− a(x)u+ b(x)up + δσ(x) = 0 inΩ,

B(x)u = 0 on∂Ω.

HereA(x) is a second order uniformly strictly elliptic operator;a(x) and b(x) are positive
functions;σ(x) is a nonnegative function;ε > 0 andδ ≥ 0 are sufficiently small constants;
and the exponentp > 1 is subcritical in the sense of the Sobolev imbedding. For the detail, see
Section 1.4.
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1.2 Concentration phenomena for a homogeneous equation

In this section we review briefly some of the results on the Neumann problem for a single
equation with constant coefficients:

(1.2)


ε2∆u− u+ up = 0 inΩ,
∂u
∂ν
= 0 on∂Ω.

Clearly this problem has two nonnegative constant solutionsu ≡ 0 andu ≡ 1 for anyε > 0 and
p > 1. Therefore we are interested in the existence of nonconstant solutions. It is not difficult to
check that bifurcation theory can be applied to obtain nonconstant solutions near the constant
solutionu ≡ 1 by choosingε appropriately. However, Problem (1.2) is expected to have a large
amplitude solution forε > 0 sufficiently small. To find such a solution, the variational approach
is more promising. In this case a standard method is the Mountain Pass Lemma (see Lemma 2.7
below) by Ambrosetti and Rabinowitz [1]. To apply this method we have to restrictp to the
range 1< p < (n+ 2)/(n− 2) if n ≥ 3. Then

Jε(u) =
1
2

∫
Ω

(
ε2|∇u|2 + u2) dx− 1

p+ 1

∫
Ω

up+1
+ dx

defines aC1-functional onW1,2(Ω), whereu+ = max{0,u}. It is well-known thatu is a classical
solution of (1.2) if and only ifu is a critical point ofJε. Indeed,J′ε(u) is a functional onW1,2(Ω)
defined by

J′ε(u)ϕ =
∫
Ω

(
ε2∇u · ∇ϕ + uϕ − up

+ϕ
)
dx for ϕ ∈W1,2(Ω).

Thus,J′ε(u) = 0 means thatu ∈ W1,2(Ω) is a weak solution of (1.2). The smoothness ofu is a
consequence of the standard elliptic regularity theory.

In [12], Lin, Ni and Takagi proved the existence of a positive nonconstant solution of (1.2)
by applying the Mountain Pass Lemma:

Theorem A ([12, Theorem 2]). Under the assumption that1 < p < (n + 2)/(n − 2) if n ≥ 3
and1 < p < ∞ if n = 1, 2, there exists a positive nonconstant solution uε to (1.2), providedε is
sufficiently small. Moreover, uε satisfies

0 < Jε(uε) ≤ C0ε
n,

where C0 > 0 depends only onΩ and p.

The critical valuecε = Jε(uε) is given by

cε = inf
h∈Γ

max
0≤t≤1

Jε(h(t)),

whereΓ = {h ∈ C0([0,1]; W1,2(Ω)) | h(0) = 0, h(1) = e} ande ∈ W1,2(Ω) satisfiesJε(e) < 0.
Furthermore, it turns out thatcε is the smallest positive critical value ofJε(u). Hence the solution
uε stated in Theorem A is called aleast-energy solutionof (1.2). The asymptotic behavior as
ε ↓ 0 of least-energy solutions was studied by Ni and Takagi:
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Theorem B ([14, Theorem 2.1], [15, Theorem 1.2]). Let uε be a least-energy solution to(1.2).
Then uε has at most one local maximum inΩ and it is attained exactly at one point Pε which
must lie on the boundary, provided thatε is sufficiently small. Moreover,limε↓0 H(Pε) =
maxP∈∂Ω H(P), where H(P) denotes the mean curvature of∂Ω at P. Furthermore, uε(x)→ 0 as
ε ↓ 0 for x ∈ Ω \ {Pε}.

Therefore, asε tends to zero, we see that{uε} concentrates around only one point in the
neighborhood of a maximum point of the mean curvature function of∂Ω.

A similar result was obtained by Ni and Wei for the Dirichlet boundary condition:

Theorem C ([16, Theorem 2.2]). Let uε be a least-energy solution to

(1.3)

{
ε2∆u− u+ up = 0, u > 0 in Ω,

u = 0 on∂Ω.

Then, forε sufficiently small, we have

(i) uε has at most one local maximum and it is achieved at exactly one point Pε in Ω. More-
over, uε(· + Pε)→ 0 in C1

loc((Ω − Pε) \ {0}) whereΩ − Pε = {x− Pε | x ∈ Ω}.

(ii) dist(Pε, ∂Ω)→ maxP∈Ω dist(P, ∂Ω) asε→ 0.

It is natural to ask whether this kind of concentration phenomenon occurs only to least-
energy solutions. To be more precise, we define as follows:

Definition 1.1. A family {uε}0<ε<ε0 of solutions of (1.2) or (1.3) is said to exhibit apoint concen-
tration phenomenonif there existM distinct points{P1,0, . . . ,PM,0} ⊂ Ω, a strictly decreasing
sequenceε j → 0 ( j → ∞) and M sequences{Pk,ε j }∞j=1 ⊂ Ω with Pk,ε j → Pk,0, k = 1, . . . ,M,
such that (i)uε j achievesstrict local maxima atx = Pk,ε j and (ii)uε j (x)−Wk((x− Pk,ε j )/ε j)→ 0

as j → ∞ in Bρ(Pk,0) ∩ Ω, whereρ is a positive number andWk ∈ C2(Rn) is a positive function
satisfyingWk(0) = maxy∈Rn Wk(y) > 1 andWk(y) → 0 as|y| → ∞. We say thatPk,0 ∈ Ω is a
concentration pointof {uε} if there is a sequence{ε j} j∈N such thatε j ↓ 0 andPk,ε j → Pk,0 as
j → ∞ for some 1≤ k ≤ M.

Notice that the definition above does not rule out the possibility of the coexistence of point
concentration and, say, surface concentration.

If a concentration pointP0 is on the boundary, it must be a critical point of the mean curva-
ture functionH(P). The proof of this fact is essentially due to Wei who considered a slightly
different question:

Theorem D ([24, Theorem 1.1]). If uε a solution of(1.2) and limε→0 ε
−nJε(uε) = I (w)/2, then

for ε sufficiently small uε has only one local (hence global) maximum point, Pε, and Pε ∈ ∂Ω.
Moreover,∇τPε

H(Pε)→ 0 asε→ 0 where∇τPε
is the tangential derivative at Pε.

Herew ∈ W1,2(Rn) is a unique positive solution of∆w − w + wp = 0 in Rn with w(0) =
maxy∈Rn w(y) andI (w) = 2−1

∫
Rn(|∇w|2 + w2) dy− (p+ 1)−1

∫
Rn wp+1 dy.

Also, Wei proved that a nondegenerate critical point of the mean curvature function is indeed
a concentration point:
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Theorem E ([24, Theorem 1.2]). Let P0 ∈ ∂Ω. Suppose that P0 is a nondegenerate critical
point of the mean curvature function H(P). Then forε sufficiently small there exists a solution
uε to (1.2)such thatε−nJε(uε)→ I (w)/2, uε has only one local maximum point Pε, and Pε ∈ ∂Ω.
Moreover, Pε → P0.

So far we have mentioned solutions concentrating at only one point. There are many results
on the existence of solutions which concentrate at more than one points. For instant, Gui and
Wei [9] established the existence of solutions concentrating atK1 points in the interior of the
domain andK2 points of the boundary. It is to be emphasized that other types of concentration
phenomena occur in solutions of (1.2). For example, Malchiodi and Montenegro [13] obtained
a family of solutions concentrating on the entire boundary of the domain.

1.3 Concentration phenomena for a heterogeneous equation

The diffusion-driven instability asserts that patterns can emerge spontaneously even in spa-
tially uniform environments. However, biological pattern formation takes place usually in spa-
tially heterogeneous environments. As a matter of fact, in numerical simulations for head-
transplantation experiments on hydra, Gierer and Meinhardt allowed strong spatial dependence
of the coefficientρa(x) (see Fig. 2 in [7]). This suggests that spatial heterogeneity also plays an
important role in pattern formation, and there should be a systematic and quantitative study on
the effect of spatial heterogeneity. This thesis is motivated by these observations.

Contrary to the spatially homogeneous case, only a few works from a view point of pattern
formation have appeared so far in this direction. The first result seems to have been given by
Ren, who considered

(1.4)

{
ε2∆u− u+ K(x)u = 0 inΩ,

B(x)u = 0 on∂Ω.

Here K(x) is a sufficiently smooth positive function onΩ, ε is a positive constant, and the
boundary operatorB(x) denotes either the identity operator or the differential operator in the
normal direction∂/∂ν. Instead ofJε in Section 1.2, he introduces an energy functional

JK,ε(u) =
1
2

∫
Ω

(ε2|∇u|2 + u2) dx− 1
p+ 1

∫
Ω

K(x)up+1
+ dx.

By applying the Mountain Pass Lemma, one obtains a least-energy solutionuε again both for
the Dirichlet problem (working in the spaceW1,2

0 (Ω)) and for the Neumann problem (working
in the spaceW1,2(Ω)).

Theorem F ([19, Theorem 1.1]). Let uε be a least-energy solution of(1.4) under the homoge-
neous Dirichlet boundary condition. Then we have

1. There exist positive constants C1 and C2 independent ofε such that C1 ≤ ∥uε∥L∞(Ω) ≤ C2.

2. For ε small enough uε has only one local maximum point Pε with limε→0 ε
−1 dist(Pε, ∂Ω) =

∞.

5



3. If P is a limit point of{Pε} asε→ 0, then K(P) = maxx∈Ω K(x).

Theorem G ([19, Theorems 1.2–1.3]). Let uε be a least-energy solution of(1.4) under the
homogeneous Neumann boundary condition. Assuming

(i) max
Ω

K(x) > 2(p−1)/2 max
∂Ω

K(x) or (ii) max
Ω

K(x) < 2(p−1)/2 max
∂Ω

K(x),

we have the following:

1. There exists positive constants C1 and C2 independent ofε such that C1 ≤ ∥uε∥L∞(Ω) ≤ C2.

2. For ε small enough, uε possesses only one local maximum point Pε. Moreover, asε ↓ 0,
Pε stays away from the boundary ofΩ if (i) holds, whereas Pε stays on the boundary if (ii)
holds.

3. Every limit point of{Pε} asε ↓ 0 must be a maximum point of K(x) in the interior ofΩ if
(i) holds, while it must be a maximum point of K(x) restricted on∂Ω if (ii) holds.

On the other hand, in the caseΩ = Rn there are many works on concentration phenomena
in bound states of nonlinear Schrödinger equations initiated by Floer and Weinstein [4]. See,
e.g., Wang [22] and references there in for fundamental results on the equation

(1.5) h2∆u− V(x)u+ up = 0 inRn.

Under some mild assumptions onV(x), Wang proved that the ground state of (1.5) concentrates
at a global minimum point ofV(x). This result was generalizend to nonlinear Schrödinger
equation with competing potential functions

(1.6) h2∆u− V(x)u+ K(x)|u|p−1u+ Q(x)|u|q−1u = 0 inRn

by Wang and Zeng [23] and they presented the method of locating the maximum point of a
ground state. In fact, our approach is based on theirs.

All the results mentioned above treats the case where the basic production termσ(x) in (1.1)
vanishes identically. In this thesis, we are interested in the nontrivial basic production term. For,
in the activator-inhibitor system (GM) the basic production termρa(x)σ0(x) plays an important
role: Without the basic production term, patterns may collapse, that is, there are solutions of the
initial-boundary value problem which form nontrivial patterns for a while, but eventually they
converge to (0,0) uniformly ast → ∞. It is also proved that collapse of patterns never occurs if
ρa(x)σ0(x) . 0. For a proof of this fact, see Suzuki and Takagi [20].

1.4 Statement of results

Let Ω be a bounded domain inRn with smooth boundary∂Ω, andp a number satisfying 1<
p < (n + 2)/(n − 2) if n ≥ 3, 1 < p < ∞ if n = 1,2. We are concerned with the following
boundary value problem:

(P)

{
ε2A(x)u− a(x)u+ b(x)up + δσ(x) = 0, u > 0 inΩ,

B(x)u = 0 on∂Ω,

6



whereε > 0 andδ ≥ 0 are sufficiently small constants,A(x) =
∑n

i, j=1(∂/∂xi)ai j (x)(∂/∂xj) is a

strictly and uniformly elliptic operator withai j ∈ C1,α(Ω); ai j = aji , both ofa andb are of class
C2 onΩ and bounded from below by positive constants; and the coefficientσ is a nonnegative
C2-function onΩ with ∥σ∥L∞(Ω) = 1. Moreover,B(x) =

∑n
i, j=1 νiai j (x)(∂/∂xj) is the co-normal

differential operator, andν = (ν1, . . . , νn) is the unit outward normal to∂Ω.
We are interested in point condensation phenomena, or point concentration phenomena,

observed in solutions of the problem (P) which mean that asε ↓ 0, the distribution of a solution
concentrates around a finitely many points onΩ. In this thesis, we consider the case of only one
concentration point. Problem (P) is a generalization of [14], [15] and [19], and we would like
to know the effect of the spatial heterogeneity on the concentration point, especially in the case
of the inhomogeneous termδσ(x) . 0, i.e.,δ > 0 by ∥σ∥L∞(Ω) = 1.

First, we introduce an energy functionalJε(u) corresponding to (P):

(1.7)

Jε(u) :=
1
2

∫
Ω

(
ε2

n∑
i, j=1

ai j (x)
∂u
∂xi

∂u
∂xj
+ a(x)u2

)
dx

− 1
p+ 1

∫
Ω

b(x)up+1
+ dx− δ

∫
Ω

σ(x)u dx,

for u ∈W1,2(Ω), whereu+(x) = max{u(x),0}. Then we can prove the following

Proposition 1.1(Minimal Solution). There exists a positive numberδ∗ such that for eachδ ∈
[0, δ∗) the functional Jε(u) has a unique local minimizer um,ε in W1,2(Ω), regardless of the size
of ε > 0. Moreover, ifδ = 0, then um,ε(x) ≡ 0, while if δ > 0, then

0 < um,ε(x) ≤ δ

minx∈Ω a(x)
for all x ∈ Ω.

Definition 1.2. We call the solution obtained in Proposition 1.1 theminimal solutionfor the
problem (P).

Next, we put

(1.8) Iε(v) := Jε(um,ε + v) − Jε(um,ε) for v ∈W1,2(Ω).

We can apply the Mountain Pass Lemma [1], [18, Theorem 2.2] to this functionalIε and con-
clude as follows:

Lemma 1.2(Mountain Pass Solution). Let δ∗ be the positive constant given by Proposition 1.1
and0 ≤ δ < δ∗. Then zero is a local minimum of Iε in W1,2(Ω) for eachε > 0. In addition, there
exists an e∈ W1,2(Ω) such that Iε(e) < 0. LetΓ = {h ∈ C0([0,1]; W1,2(Ω)) | h(0) = 0,h(1) = e}.
Then

cε = inf
h∈Γ

max
t∈[0,1]

Iε(h(t))

is a positive critical point of Iε. Moreover, cε is the smallest positive critical value of Iε.

7



We remark here that a critical pointuc ∈ W1,2(Ω) of Jε is a weak solution of Problem (P).
Then by the elliptic regularity theory we conclude thatuc is a classical solution of (P). In
particular,uc ∈ C2,α(Ω) (see [8, Theorem 6.31 and the remark immediately after its proof in
p.130]). Clearly, a classical solution of (P) gives rise to a critical point ofJε. Hence, finding a
solution of (P) is equivalent to finding a critical point ofJε. On the other hand,vc ∈ W1,2(Ω) is
a critical point ofIε if and only if um,ε + vc is a critical point ofJε. Consequently our problem is
reduced to finding a critical point ofIε.

Now letvε be a critical point ofIε corresponding tocε: Iε(vε) = cε andI ′ε(vε) = 0. Then

uε = um,ε + vε

is a solution of (P). We calluε aground-state solutionof (P).
To be precise, we state the definition of “point concentration” for the problem (P).

Definition 1.3. A family {uε}0<ε<ε0 of solutions of (P) is said to exhibit apoint concentration
phenomenonif there existM distinct points{P1,0, . . . ,PM,0} ⊂ Ω, a strictly decreasing sequence
ε j → 0 ( j → ∞) andM sequences{Pk,ε j }∞j=1 ⊂ Ω with Pk,ε j → Pk,0, k = 1, . . . ,M, such that (i)
uε j achievesstrict local maxima atx = Pk,ε j and (ii) uε j (x) − um,ε j (x) −Wk((x − Pk,ε j )/ε j) → 0

as j → ∞ in Bρ(Pk,0) ∩ Ω, whereρ is a positive number andWk ∈ C2(Rn) is a positive function
satisfyingWk(0) = maxy∈Rn Wk(y) > 0 andWk(y) → 0 as|y| → ∞. We say thatPk,0 ∈ Ω is a
concentration pointof {uε} if there is a sequence{ε j} j∈N such thatε j ↓ 0 andPk,ε j → Pk,0 as
j → ∞ for some 1≤ k ≤ M.

It will be shown in Appendix A that if there exist two positive constantsc0 andC0 (> c0)
such that

(1.9) c0ε
n ≤ Jε(uε) − Jε(um,ε) ≤ C0ε

n,

then{uε} concentrates at finitely many points onΩ.
A point P0 ∈ Ω is called a concentration point if there is a sequence{ε j} such thatε j ↓ 0

andPk,ε j → P0 for some 1≤ k ≤ M.
The purpose of this thesis is (i) to show that the ground-state solutions{uε} exhibit a point-

condensation phenomenon, and they concentrate at exactly one pointP0 ∈ Ω; and (ii) to give a
method to locateP0 by introducing alocator function. We remark here that this type of func-
tion was introduced first by Wang and Zeng [23] when they considered a point concentration
phenomenon for (1.6).

Definition 1.4. For anyQ ∈ Ω, let

Φ(Q) := a(Q)1−n/2+2/(p−1)b(Q)−2/(p−1)(detAQ)1/2,

where AQ := (ai j (Q))1≤i, j≤n.

We callΦ(Q) the primary locator function.

Let um(Q) denote the smaller of the two non-negative roots of the algebraic equation

(1.10) −a(Q)ζ + b(Q)ζp + δσ(Q) = 0.
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Put

(1.11) γ0(Q) :=

{
b(Q)
a(Q)

}1/(p−1)

um(Q).

Finally we define forγ ∈ [0, γ∗) an important integral as follows:

(1.12)
I(γ) := I(γ; w)

=
1
2

∫
Rn

(
|∇w|2 + w2

)
dy− 1

p+ 1

∫
Rn

{
(γ + w)p+1 − γp+1 − (p+ 1)γpw

}
dy

whereγ∗ > 0 is a sufficiently small constant (see Proposition 2.9), andw = wγ is a unique
positive solution of the following boundary value problem:

(GS-γ)

∆w− w+ (γ + w)p − γp = 0 in Rn,

lim
|y|→∞

w(y) = 0, w(0) = max
y∈Rn

w(y).

Definition 1.5. For eachQ ∈ Ω, let

Λ(Q) := Φ(Q)I(γ0(Q)).

We callΛ(Q) the locator functionfor the boundary value problem (P).

A few remarks are in order here. First,wγ is known to be spherically symmetric with
respect to the origin, and decays exponentially as|y| → ∞ (see [5]). Second, in Section 2.3
we shall prove that (GS-γ) has at most one solution ifδ is sufficiently small by making use of
the Implicit Function Theorem and the uniqueness of solution of∆w − w + wp = 0 (due to,
e.g., [11]). Third, note thatγ0(Q) is constant onΩ if and only if either (i)δ = 0 or (ii) σ(x) =
Ca(x)p/(p−1)b(x)−1/(p−1) whereC is a constant. In the case whereγ0(Q) is a constant function,
the locator functionΛ(Q) reduces to a constant multiple of the primary locator functionΦ(Q).

Note also that in the case ofδ > 0, we do not know what the upper bound ofγ depends
on since we use the Implicit Function Theorem to prove the uniqueness of solution of (GS-γ).
However, by the shooting argument for ordinary differential equations as in [3] and [11], we
can obtain an upper bound onγ∗ depending only onp andn in the cases (a) 1< p < ∞ if n = 1,
(b) 1< p ≤ 2 if n = 2 and (c) 1< p ≤ n/(n− 2) if n ≥ 3.

The main results of this thesis are stated as follows.

Theorem 1.3. Suppose that P0 ∈ Ω is a concentration point of a family{uε}ε>0 of ground-state
solutions. Then, the following holds:

(i) If minQ∈∂ΩΛ(Q) < 2 minQ∈ΩΛ(Q), then P0 ∈ ∂Ω. Moreover, P0 is a minimum point of the
locator functionΛ(Q) over∂Ω.

(ii) If minQ∈∂ΩΛ(Q) > 2 minQ∈ΩΛ(Q), then P0 ∈ Ω. Moreover, P0 is a minimum point ofΛ(Q)

overΩ.

Corollary 1.4. Assume either(i) that δ = 0 or (ii) thatσ(x) = Ca(x)p/(p−1)b(x)−1/(p−1) where C
is a constant. Suppose that P0 ∈ Ω is a concentration point of a family{uε}ε>0 of ground-state
solutions of(P). Then, the following holds:
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(I) If minQ∈∂ΩΦ(Q) < 2 minQ∈ΩΦ(Q), then P0 ∈ ∂Ω. Moreover, P0 is a minimal point of the
primary locator functionΦ(Q) over∂Ω.

(II) If minQ∈∂ΩΦ(Q) > 2 minQ∈ΩΦ(Q), then P0∈Ω. Moreover, P0 is a minimal point ofΦ(Q)

overΩ.

Although we can locate the concentration pointP0 by finding the minimum points ofΛ over
Ω and∂Ω, it is in general very difficult to calculate these minimum points. For, we must solve
the boundary value problem (GS-γ) in Rn and know the dependence of the energyI(γ0(Q);Rn)
on Q explicitly. However, if δ is sufficiently small, then the minimal points of the primary
locator functionΦ gives us a first approximation:

Theorem 1.5. Suppose that P0 ∈ Ω is a concentration point of a family{uε}ε>0 of ground-state
solutions. Then, the following holds ifδ is sufficiently small:

(I) If minQ∈∂ΩΦ(Q) < 2 minQ∈ΩΦ(Q), then P0 ∈ ∂Ω. Moreover, if all the minimum points of
Φ|∂Ω on∂Ω are nondegenerate (as a critical point), then there exists a minimum point Q0

ofΦ over∂Ω such that|P0 − Q0| = O(δ) asδ ↓ 0.

(II) If minQ∈∂ΩΦ(Q) > 2 minQ∈ΩΦ(Q), then P0 ∈ Ω. Moreover, if all the minimum points of

Φ in Ω are nondegenerate, then there exists a minimum point Q0 of Φ overΩ such that
|P0 − Q0| = O(δ) asδ ↓ 0.

Consequently, we know the location ofP0 by calculating the minimum ofΦ overΩ and that
over∂Ω. Moreover, we find that if the inhomogeneous termδσ is sufficiently small, thenδσ
does not affect much the location of the concentration point.

So far, we have been concerned with a concentration phenomena observed in ground-state
solutions whose existence is guranteed by the Mountain Pass Lemma. However, it is quite
possible that solutions with higher energyJε(u) > cε exist and exhibit a point-concentration
phenomenon, as in the case of spatially homogeneous equations. The following result reveals
the role of the primary locator functionΦ(Q) in locating the concentration point.

Theorem 1.6.Let{uε}0<ε<ε0 be a family of positive solutions of the following Neumann problem:

(1.13)


ε2∆u− a(x)u+ b(x)up = 0, u(x) > 0 in Ω,

∂u
∂ν
= 0 on∂Ω.

Assume that there exists a positive constant C0 such that0 < Jε(uε) ≤ C0ε
n for 0 < ε < ε0 and

that uε attains a local maximum at Pε ∈ Ω and Pε → P0 ∈ Ω asε ↓ 0. Then P0 is a critical
point of the primary locator functionΦ, that is,∇Φ(P0) = 0. Moreover, for any R> 0,

uε(Pε + εz) = vPε(z) +O(ε) in C2(BR(0)) asε ↓ 0,

where vQ(z) = (a(Q)/b(Q))1/(p−1)w(a(Q)1/2z) and w is a unique positive solution of the boundary
value problem

(GS-0)

∆w− w+ wp = 0 in Rn,

lim
|y|→∞

w(y) = 0, w(0) = max
y∈Rn

w(y).
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This theorem says that any solutionuε with 0 < Jε(uε) ≤ C0ε
n looks like vPε((x − Pε)/ε)

near a local maximum pointPε as long asPε stays away from the boundary.
This thesis is organized as follows: In Chapter 2, we construct the minimal solutionum,ε

and then prove the existence of mountain-pass solution stated in Lemma 1.2. Moreover, we
prove the uniqueness of entire solution which appears as the first approximation of ground-state
solutions. In the last section of Chapter 2 we derive an upper bound of energy of a ground-state
solution, which is crucial in proving Theorem 1.3. Chapter 3 is concerned with the asymptotic
behavior of ground-state solutions asε ↓ 0. In Chapter 4 we prove Theorem 1.3, Corollary 1.4
and Theorem 1.5. Finally in Chapter 5 we consider the boundary value problem (1.12) and
prove Theorem 1.6.
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Chapter 2

Minimal solution and ground-state solutions

2.1 Existence and local convergence of the minimal solution

In this section we prove the existence of the minimal solutionum,ε of (P) stated in Proposition 1.1
and then consider its behavior asε ↓ 0.

We begin with the existence ofum,ε(x). First, as an approximate function, we choose the
solution of the boundary value problem for the linear equation{

ε2A(x)u− a(x)u+ δσ(x) = 0 inΩ,

B(x)u = 0 on∂Ω,
(2.1)

which is known to have a unique solutionu0,ε ∈ C2(Ω) (see [8, Theorem 6.31 and also the
remark immediately after the end of the proof in p.130]). By the maximum principle and the
assumptionsσ ≥ 0 and maxσ = 1, we see that

(2.2) 0 < u0,ε(x) ≤
δ∥σ∥L∞(Ω)

minx∈Ω a(x)
=

δ

minx∈Ω a(x)
for all x ∈ Ω,

provided thatδ > 0. Clearly, ifδ = 0, thenu0,ε ≡ 0.
In order to construct the minimal solution, we need the following maximum principle for

weak solutions:

Lemma 2.1. Let f ∈ L2(Ω) ∩ L∞(Ω) and u∈W1,2(Ω) satisfy

n∑
i, j=1

∫
Ω

ai j (x)
∂u
∂xi

∂φ

∂xj
dx+

∫
Ω

a(x)uφ dx=
∫
Ω

fφ dx

for anyφ ∈W1,2(Ω). Then

inf
Ω

f (x)
a(x)

≤ u(x) ≤ sup
Ω

f (x)
a(x)

for almost every x∈ Ω.

In particular, if f (x) ≥ 0, then

1
maxx∈Ω a(x)

inf
x∈Ω

f (x) ≤ u(x) ≤ 1
minx∈Ω a(x)

sup
x∈Ω

f (x) for almost every x∈ Ω.
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This lemma can be proved by Stampacchia’s truncation function method as in the proof of
[2, Theorem 9.29].

Put u = u0,ε + ϕε and substitute this in the equation of (P). Then our problem reduces to
finding aϕε which satisfies

(2.3) ε2A(x)ϕε − a(x)ϕε + b(x){u0,ε + ϕε}p+ = 0 inΩ and B(x)u = 0 on∂Ω.

We constructϕε by using the contraction mapping principle. For this purpose we introduce a
function spaceX and an operatorF : X→ C0(Ω) as follows:

X :=

{
ϕ ∈ C0(Ω)

∣∣∣∣ ∥ϕ∥L∞(Ω) ≤ δ
/

min
x∈Ω

a(x)

}
,

F ϕ := −
{
ε2A(x) − a(x)

}−1
b(x)(u0,ε + ϕ)p

+.

Here, the operatorF is interpreted as follows: Forh ∈ Lq(Ω) with q ∈ (1,∞), the boundary
value problem

ε2A(x)v− a(x)v+ h = 0 inΩ, B(x)v = 0 on∂Ω

has a unique strong solutionvq ∈ W2,q(Ω) andvq satisfies the estimate∥vq∥W2,q(Ω) ≤ C∥h∥Lq(Ω).
Let (ε2A(x) − a(x))−1

q denote the inverse operatorh 7→ vq. Note that if 1< q1 < q2 < ∞ and
h ∈ Lq2(Ω), thenh ∈ Lq1(Ω) and hencevq2 = vq1 by virtue of the uniqueness of strong solution.
By the Sobolev imbedding theorem ([8, Theorem 7.26])W2,q(Ω) ⊂ C0(Ω) if q > n/2. Thus,
if h ∈ C0(Ω), thenh ∈ Lq(Ω) and (ε2A(x) − a(x))−1

q h defines a unique functionv ∈ C0(Ω),
independent of the choice ofq > n/2. Let us denote this operatorh 7→ v by (ε2A(x) − a(x))−1

q ,

which is a bounded operator onC0(Ω). Consequently,F mapsX into C0(Ω).
Let us now show thatF is a contraction mapping onX for sufficiently smallδ. First, put

v = F ϕ for ϕ ∈ X. Thenv may be regarded as a strong solution of{
ε2A(x)v− a(x)v+ b(x)(u0,ε + ϕ)p

+ = 0 inΩ,

B(x)v = 0 on∂Ω.

Hence, by Lemma 2.1 we see that

infΩ b(x)(u0,ε + ϕ)p
+

supΩ a(x)
≤ v(x) ≤ supΩ b(x)(u0,ε + ϕ)p

+

infΩ a(x)
;

sinceu0,ε, ϕ ∈ X, we have

0 ≤ v(x) ≤ supΩ b(x)
infΩ a(x)

· (2δ)p(
infΩ a(x)

)p .

Therefore, if we put

δ1 =

(
(infΩ a(x))p

2p supΩ b(x)

)1/(p−1)

,
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thenF ϕ ∈ X as long as 0< δ ≤ δ1. Next, we observe that for anyϕ1, ϕ2 ∈ X,

F ϕ1 − F ϕ2

= −
{
ε2A(x) − a(x)

}−1
b(x)(u0,ε + ϕ1)

p
+ +

{
ε2A(x) − a(x)

}−1
b(x)(u0,ε + ϕ2)

p
+

= −
{
ε2A(x) − a(x)

}−1
b(x)

{
(u0,ε + ϕ1)

p
+ − (u0,ε + ϕ2)

p
+

}
= −

{
ε2A(x) − a(x)

}−1
b(x)

{
p(u0,ε + ϕ2 + θ(ϕ1 − ϕ2))

p−1
+ (ϕ1 − ϕ2)

}
(for someθ ∈ (0, 1) depending onx by the mean value theorem)

= −
{
ε2A(x) − a(x)

}−1
pb(x)(u0,ε + θϕ1 + (1− θ)ϕ2)

p−1
+ (ϕ1 − ϕ2).

By Lemma 2.1, it follows that

∥F ϕ1 − F ϕ2∥L∞(Ω) ≤ C1∥u0,ε + θϕ1 + (1− θ)ϕ2∥p−1
L∞(Ω)∥ϕ1 − ϕ2∥L∞(Ω),

whereC1 = maxΩ b(x)/minΩ a(x). From ϕ j ∈ X and (2.2), we see that∥u0,ε + θϕ1 + (1 −
θ)ϕ2∥L∞(Ω) ≤ (2δ)/minΩ a(x). Therefore,

∥F ϕ1 − F ϕ2∥L∞(Ω) ≤
2p−1 supΩ b(x)
(infΩ a(x))p

δp−1∥ϕ1 − ϕ2∥L∞(Ω).

Note that (2δ)p−1 supΩ b(x)/(infΩ a(x))p ≤ 1/2 if 0 ≤ δ ≤ δ1. Hence, it is shown thatF is a
contraction mapping inX, provided that 0≤ δ ≤ δ1. Therefore, there exists a uniqueϕε ∈ X
such thatF ϕε = ϕε, that is,ϕε satisfies−{ε2A(x)− a(x)}ϕε = b(x)(u0,ε + ϕε)

p
+. By the regularity

theory for elliptic equations,ϕε turns out to be aC2-function onΩ; and henceum,ε := u0,ε + ϕε
is a classical solution of (P) with∥um,ε∥L∞(Ω) = O(δ). As a matter of fact,ϕε(x) is a nonnegative
function sinceb(x)(u0,ε + ϕε)

p
+ ≥ 0; therefore 0≤ u0,ε(x) ≤ um,ε(x) ≤ δ/minΩ a(x) onΩ for any

ε > 0. Consequently, we have proved all the assertions of Proposition 1.1. q.e.d.

Next, we consider the limiting behavior of{um,ε}ε>0 asε ↓ 0. As a preliminary we prove the
following

Lemma 2.2. For each Q∈ Ω, it holds that

u0,ε(Q+ εz)→
δσ(Q)
a(Q)

in C2
loc(R

n) asε ↓ 0.

Precisely speaking, ifQ ∈ ∂Ω, then we have to extendu0,ε(x) outside ofΩ. This will be
done in the proof of Proposition 3.1 in Chapter 3. The conclusion of the Lemma 2.2 applies to
this extended function.

Proof. We putv0,ε(z) := u0,ε(x), z := (x − Q)/ε, Ωε,Q := {z ∈ Rn | x = Q + εz ∈ Ω} and
u0 := δσ(Q)/a(Q).

Case 1): Q∈ Ω. From (2.1) we derive the equation satisfied byv0,ε:

A(Q+ εz)v0,ε − a(Q+ εz)v0,ε + δσ(Q+ εz) = 0 inΩε,Q,
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whereA(Q+εz) is an operator with respect toz, i.e.,A(Q+εz) =
∑n

i, j=1(∂/∂zi)ai j (Q+εz)(∂/∂zj).
Sinceu0 satisfiesA(Q)u0 − a(Q)u0 + δσ(Q) = 0 inΩ, subtracting the equation foru0 from that
for v0,ε, we obtain for allz ∈ Ωε,Q that

A(Q)(v0,ε − u0,ε) − a(Q)(v0,ε − u0,ε) = fε

with

fε(z) := −{A(Q+ εz) −A(Q)
}
v0,ε −

{
a(Q+ εz) − a(Q)

}
v0,ε −

{
δσ(Q+ εz) − σ(Q)

}
.

Putψε := v0,ε − u0. Thenψε satisfies

(2.4) A(Q)ψε − a(Q)ψε = fε in Ωε,Q.

For anyR > 0, there is anεR > 0 such thatB3R(0) ⋐ Ωε,Q for 0 < ε < εR. Since∥v0,ε∥L∞(Ωε,Q) =

∥u0,ε∥L∞(Ω) is bounded inε, there exists a positive constantCR independent ofε such that
∥ψε∥Lr (B3R(0)) ≤ CR holds andfε converges to zero inC0

loc(R
n) asε ↓ 0. From the regularity

estimate for elliptic equations,∥ψε∥W2,r (B2R(0)) is bounded asε ↓ 0. Let r > n and apply the
Sobolev imbedding theorem. Then there exists a constantβ ∈ (0, 1) such thatψε is bounded in
C1,β(B2R(0)). Moreover, by the interior Schauder estimate,ψε is bounded inC2,β(BR(0)). By the
Ascoli-Arzel̀a theorem, for any sequence{ε j} j∈N such thatε j ↓ 0, there exists a subsequence
{ε jk}k∈N ⊂ {ε j} j∈N and a functionψ(R)

0 ∈ C2(BR(0)) satisfying

ψε jk
→ ψ(R)

0 in C2(BR(0)) ask→ ∞.

Note that the choice of the subsequence{ε j} j∈N depends onR. Next, we choose a strictly in-
creasing sequence{Rk}k∈N such thatRk → ∞ ask→ ∞, and use the diagonal argument to obtain
a subsequence of{ε jk} which we denote by the same symbol{ε jk}k∈N such that

ψε jk
→ ψ0 in C2

loc(R
n) ask→ ∞,

whereψ0 ∈ C2(Rn). Note that fε converges to zero locally uniformly asε ↓ 0. From (2.4), it
therefore follows thatψ0 satisfies the equationA(Q)ψ0 − a(Q)ψ0 = 0 in Rn. Sinceψ0 satisfies
an equation with constant coefficients, we can scaleψ0 appropriately so that the scaled function
ψ̃0 satisfies the equation∆ψ̃0 − ψ̃0 = 0. Here, we recall that the operator∆ − 1 is invertible
in S′(Rn) (the space of tempered distributions). Note also that∥ψ̃0∥L∞(Rn) is bounded because
of the boundedness of∥ψε∥L∞(Ωε,Q). Henceψ̃0 ∈ S′(Rn), and hence we havẽψ0 = ψ0 ≡ 0 in
Rn. Now, the limitψ0 is unique and therefore the entire sequence{ψε j } converges toψ0 ≡ 0.
Hence,ψε → 0 asε ↓ 0 because{ε j} is arbitrary. Recall thatψε = v0,ε − δσ(Q)/a(Q); therefore,
u0,ε j (Q+ ε jy) converges toδσ(Q)/a(Q) in C2

loc(R
n) as j → ∞.

Case 2): Q∈ ∂Ω. It suffices to show thatv0,ε(z) = u0,ε(S(εz′, ε|zn|)) converges toδσ(Q)/a(Q)
in BR(0) for eachR> 0. For details, see the proof of Proposition 3.1, for example the definition
(3.10) ofS and how to extendu0,ε outsideΩ along the conormal vector. Then, the equation
of ψε := v0,ϵ − u0 converges to an elliptic equation similar to (2.4). FromL∞-boundedness of
ψε, similarly to the case ofQ ∈ Ω, there existsψ0 ∈ C2(BR(0)) such thatψε converges toψ0 in
C2(BR(0)) andψ0 satisfies an elliptic equation similar to (2.4). Sinceψ0 ≡ 0, we see thatv0,ε j

converges toδσ(Q)/a(Q) in C2
loc(R

n) asε j ↓ 0. q.e.d.
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Lemma 2.3. For Q ∈ Ω, let um(Q) denote the smallest nonnegative root of the algebraic equa-
tion−a(Q)ζ+b(Q)ζp+δσ(Q) = 0. Then, there exists a subsequence{ε j} j∈N ⊂ {ε}ε>0 converging
to zero as j→ ∞ such that

um,ε j (Q+ ε jz)→ um(Q) in C2
loc(R

n) as j→ ∞.

Precisely speaking, ifQ ∈ ∂Ω, then we have to extendum,ε(x) outside ofΩ. This will be
done in the proof of Proposition 3.1 in Chapter 3. The conclusion of Lemma 2.3 applies to this
extended function.

Proof. As in the proof of Lemma 2.2, we treat only the case ofQ ∈ Ω. Putvm,ε(z) := um,ε(x),
z := (x−Q)/ε andΩε,Q := {z ∈ Rn | x = Q+ εz ∈ Ω}. Letψε(z) := vm,ε(z)− um(Q). Sinceum(Q)
is the smaller of the two nonnegative roots of−a(Q)ζ + b(Q)ζp+ δσ(Q) = 0 and is independent
of z, we have

A(Q)ψε − a(Q)ψε + b(Q)
{
(um(Q) + ψε)

p − um(Q)p} =: fε,

where we have defined

fε(z) = −{A(Q+ εz) −A(Q)}vm,ε + {a(Q+ εz) − a(Q)}vm,ε

− {b(Q+ εz) − b(Q)}vp
m,ε − δ{σ(Q+ εz) − σ(Q)}.

From the uniform boundedness of∥vm,ε∥L∞(Ωε,Q) = ∥um,ε∥L∞(Ω) with respect toε, in a manner
similar to that in the proof of Lemma 2.2, we see thatfε converges to zero inC2

loc(R
n) asε ↓ 0.

Moreover,b(Q){(um(Q)+ψm,ε)p− um(Q)p} remains bounded asε→ 0. Hence for any sequence
of positive numbers{ε j} converging to zero, we can find a subsequence, which is denoted by
{ε j} again, and a functionψ0 ∈ C2(Rn) such that

ψε j → ψ0 in C2
loc(R

n) asε j ↓ 0.

Therefore, it suffices to showψ0 ≡ 0. Note that the boundedness ofψε implies thatψ0 is a
bounded function and satisfies the equationA(Q)ψ0−a(Q)ψ0+b(Q){(um(Q)+ψ0)p−um(Q)p} = 0
in Rn. Since the coefficientsA(Q), a(Q), b(Q) and um(Q) are independent ofz, we get the
equation∆ψ̃0− ψ̃0+ (ũm(Q)+ ψ̃0)p− ũm(Q)p = 0 by a suitable change of variablesz 7→ z̃, where
ψ̃0(z̃) = (b(Q)/a(Q))ψ0(z) andũm(Q) = (b(Q)/a(Q))1/(p−1)um(Q). Let G be the Green’s function
for 1− ∆ onRn. Then

ψ̃0(z) =
∫
Rn

G(z− ζ)
{(

ũm(Q) + ψ̃0(ζ)
)p − ũm(Q)p

}
dζ.

By the boundedness of∥ψ̃0∥L∞(Rn) and the positivity ofG, we see that

|ψ̃0(z)| ≤
∫
Rn

G(z− ζ)
∣∣∣(ũm(Q) + ψ̃0(ζ))

p − ũm(Q)p
∣∣∣ dζ

≤ p
(
ũm(Q) + ∥ψ̃0∥L∞(Rn)

)p−1
∥ψ̃0∥L∞(Rn)

∫
Rn

G(z− ζ) dζ.
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Notice thatU(z) :=
∫
Rn G(z−ζ) ·1dζ satisfies the equation∆U −U +1 = 0 and thereforeU ≡ 1.

Hence we get the following inequality:

|ψ̃0(z)| ≤ p
(
ũm(Q) + ∥ψ̃0∥L∞(Rn)

)p−1
∥ψ̃0∥L∞(Rn), z ∈ Rn.

Sincez ∈ Rn is arbitrary, this implies

∥ψ̃0∥L∞(Rn) ≤ p
(
ũm(Q) + ∥ψ̃0∥L∞(Rn)

)p−1
∥ψ̃0∥L∞(Rn),

and we obtain (
1− p

(
ũm(Q) + ∥ψ̃0∥L∞(Rn)

)p−1
)
∥ψ̃0∥L∞(Rn) ≤ 0.

Here, recall that ˜um(Q) = (b(Q)/a(Q))1/(p−1)um(Q) = O(δ) and∥ψ̃0∥L∞(Rn) = O(δ) by Proposi-
tion 1.1. Therefore ˜um(Q) + ∥ψ̃0∥L∞(Rn) = O(δ) for sufficiently smallδ, so that

1− p
(
ũm(Q) + ∥ψ̃0∥L∞(Rn)

)p−1
> 0

wheneverδ is sufficiently small. Consequently, by the two previous inequalities, we have
∥ψ̃0∥L∞(Rn) ≤ 0, i.e.,ψ̃0 ≡ 0. q.e.d.

2.2 Existence of a ground-state solutionuε
In view of the definition of the energy functionals (1.7) and (1.8), we notice the following:

Remark2.4. Since um,ε is a solution of(P), J′ε(um,ε)v = 0 holds for any v∈W1,2(Ω). Thus, Iε(v)
may be arranged as follows:

Iε(v) =
1
2

∫
Ω

(
ai j (x)

∂v
∂xj

∂v
∂xi
+ a(x)v2

)
dx

− 1
p+ 1

∫
Ω

b(x)
(
(um,ε + v)p+1

+ − up+1
m,ε − (p+ 1)up

m,εv
)
dx,

where we adopt the Einstein convention (i.e., ai jξiξ j means
∑n

i, j=1 ai jξiξ j).

Definition 2.1. Let α(x) := a(x) − pb(x)um,ε(x)p−1 andg(γ, v) := (γ + v)p
+ − γp − pγp−1v for

γ ≥ 0, v ∈ R. For anyu, v ∈W1,2(Ω), we define an inner product⟨·, ·⟩Eε onW1,2(Ω) by

⟨u, v⟩Eε :=
∫
Ω

(
ε2ai j (x)

∂u
∂xj

∂v
∂xi
+

(
a(x) − pb(x)up−1

m,ε

)
uv

)
dx

=

∫
Ω

(
ε2ai j (x)

∂u
∂x j

∂v
∂xi
+ α(x)uv

)
dx

and denote byEε the spaceW1,2(Ω) equipped with this inner product. Moreover, we define as
follows:

Mε :=

{
v ∈ Eε\{0}

∣∣∣∣ ∥v∥2Eε = ∫
Ω

b(x)g(um,ε, v)v dx

}
: Nehari manifold,

cε := inf
h∈Γε

max
0≤t≤1

Iε(h(t)), whereΓε :=
{
h ∈ C0([0,1]; Eε)

∣∣∣ h(0),h(1) . 0, Iε(h(1)) ≤ 0
}
,

c∗ε := inf
v∈Eε∩{v≥0,.0}

max
t≥0

Iε(tv),

c∗∗ε := inf
v∈Mε

Iε(v).
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Since the coefficientsai j , a, b andσ are bounded, the norm∥ · ∥Eε is equivalent to the
standard norm∥u∥W1,2(Ω) = (

∫
Ω
|∇u|2 dx+

∫
Ω

u2 dx)1/2 on W1,2(Ω). By the properties ofg(um,ε, v)
with respect tov, the following lemma holds:

Lemma 2.5. cε = c∗ε = c∗∗ε .

Since this lemma is verified in a fashion similar to Lemma 2.1 in [23], we omit the proof
here.

Lemma 2.6. The quantity cε defined in Definition 2.1 is a positive critical value of Iε(v).

This lemma is a consequence of the Mountain Pass Lemma ([1], [18, Theorem 2.2]), which
is stated as follows:

Lemma 2.7(Mountain pass lemma). Let Eε be a real Banach space and Iε ∈ C1(Eε;Rn) satis-
fying (PS). Suppose Iε(0) = 0 and

(i) there are constantsρ, α > 0 such that Iε|∂Bρ ≥ α, and

(ii) there is an v∗ ∈ Eε \ Bρ such that Iε(v∗) ≤ 0.

Then Iε possesses a critical value cε ≥ α. Moreover cε can be characterized as

cε = inf
η∈Γ

max
t∈[0,1]

Iε(η(t))

whereΓ = {η ∈ C1([0,1],Eε) | η(0) = 0, η(1) = e}.

To check the (PS) condition forIε, we prove the following claim.

Claim 2.8. If θ ∈ (max{1/3,1/(p+ 1)},1/2), then for any x∈ Ω, v ∈ R,

G(um,ε(x), v) ≤ θg(um,ε(x), v)|v|

where

G(γ, v) :=
∫ v

0
g(γ, t) dt =

1
p+ 1

{
(γ + v)p+1

+ − γp+1 − (p+ 1)γpv− p(p+ 1)
2

γp−1v2
}
.

Proof of Claim 2.8. Let φ(v) := θg(um,ε, v)|v| − G(um,ε, v). We prove thatφ(v) ≥ 0 for any
v ∈ Rn. In the following we suppressum,ε in g and writeg(v) = g(um,ε, v).

Case 1: v≥ 0. By differentiatingφ, we have

φ′(v) = θg′(v)v− (1− θ)g(v),

φ′′(v) = θg′′(v)v− (1− 2θ)g′(v),

φ′′′(v) = θg′′′(v)v− (1− 3θ)g′′(v).
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Recallingg(v) = (um,ε + v)p
+ − up

m,ε − pup−1
m,ε v, we obtain that

φ′′′(v) = p(p− 1)
[
(3θ − 1)um,ε +

{
θ(p+ 1)− 1

}
v
]
(um,ε + v)p−3.

Since,um,ε is strictly positive by Proposition 1.1, so is (3θ − 1)um,ε + {θ(p + 1) − 1}v for any
θ > max{1/3,1/(p+ 1)} andv ≥ 0. Hence,φ′′′ > 0. Therefore,φ′′ is strictly increasing. Thus
φ′′(v) > φ′′(0) is obtained forv > 0, and we haveφ′′ > 0. Sinceφ′′(0) = −(1 − 2θ)g′(0) =
p{(um,ε+0)p−1−up−1

m,ε } = 0, we see thatφ′ is non-decreasing. Fromφ′(v) ≥ φ′(0) = −(1−θ)g(0) =
0 for v ≥ 0, it follows thatφ is non-decreasing andφ(v) ≥ −G(um,ε,0) = 0 for v ≥ 0.

Case 2:−um,ε < v ≤ 0. By differentiatingφ for v ≤ 0, we see that

φ′(v) = −θg′(v)v− (1+ θ)g(v),

φ′′(v) = −θg′′(v)v− (1+ 2θ)g′(v),

φ′′′(v) = −θg′′′(v)v− (1+ 3θ)g′′(v).

By the definition ofg, it holds that

φ′′(v) = −p(p− 1)θ(um,ε + v)p−2v− p(1+ 2θ)
{
(um,ε + v)p−1 − up−1

m,ε

}
= p

[
(p− 1)θ(um,ε + v)p−2(−v) − (1+ 2θ)

{
(um,ε + v)p−1 − up−1

m,ε

}]
= p

[
(um,ε + v)p−2

{(
1+ (p+ 1)θ

)
(−v) − (1+ 2θ)um,ε

}
+ (1+ 2θ)up−1

m,ε

]
.

In the casep ≥ 2, we have for−um,ε < v ≤ 0 that

φ′′(v) ≥ p
[
(um,ε + v)p−2

{
−(1+ 2θ)um,ε

}
+ (1+ 2θ)up−1

m,ε

]
= p(1+ 2θ)um,ε

{
up−2

m,ε − (um,ε + v)p−2} ≥ 0,

andφ′(v) is non-decreasing for−um,ε < v ≤ 0. Sinceφ′(v) ≤ φ′(0) = −(1 + θ)g(0) = 0 holds,
φ(v) is non-increasing for−um,ε < v ≤ 0. Henceφ(v) ≥ φ(0) = −G(um,ε,0) = 0.

In the casep < 2, we calculateφ′′′ to see that

φ′′′(v) = p(um,ε + v)p−3

×
[
(p− 2)

{(
1+ (p+ 1)θ

)
(−v) − (1+ 2θ)um,ε

}
− (

1+ (p+ 1)θ
)
(um,ε + v)

]
= p(um,ε + v)p−3

{
(p− 1)

(
1+ (p+ 1)θ

)
(−v) − (

(p− 2)(1+ 2θ) + 1+ (p+ 1)θ
)
um,ε

}
= p(um,ε + v)p−3

{
(p− 1)

(
1+ (p+ 1)θ

)
(−v) − (p− 1)(1+ 3θ)um,ε

}
= p(p− 1)(um,ε + v)p−3

{(
1+ (p+ 1)θ

)
(−v) − (1+ 3θ)um,ε

}
.

Here, for−v < um,ε we observe that

φ′′′(v) ≤ p(p− 1)(um,ε + v)p−3
{(

1+ (p+ 1)θ
)
um,ε − (1+ 3θ)um,ε

}
= p(p− 1)(um,ε + v)p−3(p− 2)θum,ε < 0,

and henceφ′′(v) is decreasing for−um,ε < v ≤ 0. Sinceφ′′(v) ≥ φ′′(0) = 0, we see that
φ′(v) is non-decreasing for−um,ε < v ≤ 0. Henceφ′(v) ≤ φ′(0) = 0 andφ is non-increasing.
Consequently,φ(v) ≥ φ(0) = −G(um,ε,0) = 0.

19



Case 3: v≤ −um,ε. By virtue of (um,ε + v)+ = 0, we calculateφ′ as follows:

φ′(v) = −θg′(v)v− (1+ θ)g(v)

= −pθ
{
(um,ε + v)p−1

+ − up−1
m,ε

}
v− (1+ θ)

{
(um,ε + v)p

+ − up
m,ε − pup−1

m,ε v
}

= −pθ
{−up−1

m,ε

}
v− (1+ θ)

{−up
m,ε − pum,εv

}
= (1+ 2θ)pup−1

m,ε v+ (1+ θ)up
m,ε

≤ (1+ 2θ)pup−1
m,ε (−um,ε) + (1+ θ)up

m,ε = −up
m,ε{(1+ 2θ)p− (1+ θ)} < 0.

Thus,φ(v) is decreasing forv ≤ −um,ε. Henceφ(v) ≥ φ(−um,ε) holds. Here, from

φ(−um,ε) = θg(−um,ε)um,ε −G(−um,ε)

= θ
(
−up

m,ε + pup
m,ε

)
um,ε −

1
p+ 1

{
−up+1

m,ε + (p+ 1)up+1
m,ε −

p(p+ 1)
2

up+1
m,ε

}
=

1
2(p+ 1)

up+1
m,ε

{
(p− 1)(p+ 1)2θ − 2p+ p(p+ 1)

}
=

p− 1
2(p+ 1)

up+1
m,ε

{
(p+ 1)2θ + p

}
> 0,

it follows thatφ(v) > 0 for v ≤ −um,ε.
We therefore have proved thatφ(v) ≥ 0 for all v ∈ R. q.e.d.

To use the Mountain Pass Lemma, we verify only the (PS) condition by using Claim 2.8,
since the other conditions are verified easily (see, e.g., [12]).

Verification of the (PS) condition. Suppose that{vk}k∈N ⊂ Eε is any sequence such thatIε(vk)
is bounded andI ′ε(vk) → 0 ask → ∞. By I ′ε(vk)vk = ∥vk∥2Eε −

∫
Ω

b(x)g(um,ε, vk)vk dx, we can
calculateI (vk) as follows:

Iε(vk) =
1
2

∫
Ω

(
ai j (x)

∂vk

∂xj

∂vk

∂xi
+

{
a(x) − pb(x)um,ε(x)p−1

}
v2

k

)
dx

− 1
p+ 1

∫
Ω

b(x)

{
(um,ε + vk)

p+1
+ − up+1

m,ε − (p+ 1)up
m,εvk −

p(p+ 1)
2

up−1
m,ε v2

k

}
dx

=
1
2
∥vk∥2Eε −

∫
Ω

b(x)G(um,ε, vk) dx

=
1
2

I ′ε(vk)vk +
1
2

∫
Ω

b(x)g(um,ε, vk)vk dx−
∫
Ω

b(x)G(um,ε, vk) dx

=
1
2

I ′ε(vk)vk +

∫
Ω

b(x)
{1
2

g(um,ε, vk)vk −G(um,ε, vk)
}

dx.

We verify the (PS) condition in the two cases.Case 1: lim inf k→∞ ∥vk∥Eε = 0, andCase 2:
lim inf k→∞ ∥vk∥Eε > 0; we may assume that there existsc0 > 0 such thatc0 ≤ ∥vk∥Eε for any
k ∈ N.

Case 1: By the assumption, there exists a subsequence{kj} j∈N such that∥vk j∥Eε → 0 as
j → ∞. This {vk j } j∈N is a convergent subsequence inEε.
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Case 2: By the above identity, it holds that∫
Ω

b(x)

{
1
2

g(vk)
|vk|
∥vk∥Eε

− G(vk)
∥vk∥Eε

}
dx

=
1
2

∫
Ω

b(x)g(vk)
|vk| − vk

∥vk∥Eε
dx+

∫
Ω

b(x)

{
1
2

g(vk)
vk

∥vk∥Eε
−G(vk)

1
∥vk∥Eε

}
dx

=

∫
Ω∩{vk<0}

b(x)g(vk)
−vk

∥vk∥Eε
dx+

Iε(vk)
∥vk∥Eε

− 1
2

I ′ε(vk)
vk

∥vk∥Eε
.

Sinceg(vk) ≤ −pup−1
m,ε vk holds forvk < 0 and∥vk∥Eε ≥ c0, we see that∫
Ω

b(x)

{
1
2

g(vk)
|vk|
∥vk∥Eε

− G(vk)
∥vk∥Eε

}
dx

≤
∫
Ω∩{vk<0}

pb(x)up−1
m,ε

v2
k

∥vk∥Eε
dx+

Iε(vk)
c0
− 1

2
I ′ε(vk)

vk

∥vk∥Eε
≤ p∥b∥L∞∥um,ε∥p−1

L∞
1
∥vk∥Eε

∥vk∥2L2 +
Iε(vk)

c0
− 1

2
I ′ε(vk)

vk

∥vk∥Eε
.

Here, we note that∥I ′ε(vk)∥L(Eε,R) → 0 ask → ∞ and Iε(vk) is bounded by the assumption,
thereforeIε(vk)/c0 − I ′ε(vk)vk/(2∥vk∥Eε) is bounded, that is, there exists a constantM > 0 such
that |Iε(vk)/c0 − I ′ε(vk)vk/(2∥vk∥Eε)| < M. By ∥vk∥2L2 ≤ (1/ infΩ α(x))∥vk∥2Eε, we obtain∫

Ω

b(x)

{
1
2

g(vk)
|vk|
∥vk∥Eε

− G(vk)
∥vk∥Eε

}
dx

≤ p∥b∥L∞
minx∈Ω α(x)

∥um,ε∥p−1
L∞

1
∥vk∥Eε

∥vk∥2Eε + M = Cδp−1 1
∥vk∥Eε

∥vk∥2Eε + M.

Substituting∥vk∥2Eε = I ′ε(vk)vk +
∫
Ω

b(x)g(um,ε, vk)vk dx in the right-hand side of the above in-
equality, we have ∫

Ω

b(x)

{
1
2

g(vk)
|vk|
∥vk∥Eε

− G(vk)
∥vk∥Eε

}
dx

≤ Cδp−1 1
∥vk∥Eε

{
I ′ε(vk)vk +

∫
Ω

b(x)g(vk)vk dx

}
+ M

≤ Cδp−1

{
I ′ε(vk)

vk

∥vk∥Eε
+

∫
Ω

b(x)g(vk)
|vk|
∥vk∥Eε

dx

}
+ M

≤ Cδp−1

∫
Ω

b(x)g(vk)
|vk|
∥vk∥Eε

dx+ M′.

Therefore, we get∫
Ω

b(x)

{(1
2
−Cδp−1

)
g(vk)

|vk|
∥vk∥Eε

−G(vk)
1
∥vk∥Eε

}
dx≤ M′.
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By using Claim 2.8, we have (1/2−Cδp−1 − θ)
∫
Ω

b(x)g(vk)|vk|/∥vk∥Eε dx≤ M′. For smallδ, we
can choose aθ such that max{1/3,1/(p+ 1)} < θ < 1/2−Cδp−1, and hence∫

Ω

b(x)g(vk)
|vk|
∥vk∥Eε

dx≤ M′′ < ∞.

Sinceg(v) ≥ 0 for v ∈ R, it follows that∣∣∣∣∣∫
Ω

b(x)g(vk)
vk

∥vk∥Eε
dx

∣∣∣∣∣ ≤ ∫
Ω

b(x)g(vk)
|vk|
∥vk∥Eε

dx≤ M′′ < ∞.

Therefore,∥vk∥Eε is bounded since∥vk∥Eε ≤ M′′ + I ′ε(vk)vk/∥vk∥Eε → M′′ ask → ∞. By the
equivalence of∥ · ∥Eε and∥ · ∥W1,2(Ω), the sequence{vk}k∈N is bounded inW1,2(Ω). Hence, there
exists a subsequence{v(1)

k j
} j∈N ⊂ {vk}k∈N andv0 ∈W1,2(Ω) such thatv(1)

k j
converges tov0 weakly in

W1,2(Ω). By the compactness of the imbeddingW1,2(Ω) ↪→ Lp+1(Ω), there exists a subsequence
{v(2)

k j
} j∈N ⊂ {v(1)

k j
} j∈N andṽ0 ∈ L2∩ Lp+1(Ω) such thatv(2)

k j
converges to ˜v0 strongly inL2∩ Lp+1(Ω).

By the uniqueness of the weak limit, ˜v0 = v0 in L2 ∩ Lp+1(Ω). SinceI ′ε(v
(2)
k j

) → 0 andv(2)
k j
⇀ v0

weakly inW1,2(Ω) as j → ∞, it follows that

⟨v(2)
k j
, v0⟩Eε −

∫
Ω

b(x)g(v(2)
k j

)v0 dx= I ′ε(v
(2)
k j

)v0→ 0,

⟨v(2)
k j
, v0⟩Eε → ∥v0∥2Eε , and

∫
Ω

b(x)g(v(2)
k j

)v0 dx→
∫
Ω

b(x)g(v0)v0 dx.

Thus, v0 ∈ Mε is obtained. Since|I ′ε(v(2)
k j

)v(2)
k j
| → 0 and

∫
Ω

b(x)g(v(2)
k j

)v(2)
k j

dx converges to∫
Ω

b(x)g(v0)v0 dx as j → ∞, we obtain

∥v(2)
k j
∥2Eε = I ′ε(v

(2)
k j

)v(2)
k j
+

∫
Ω

b(x)g(v(2)
k j

)v(2)
k j

dx→
∫
Ω

b(x)g(v0)v0 dx= ∥v0∥2Eεas j → ∞.

From ∥v(2)
k j
− v0∥2Eε = ∥v

(2)
k j
∥2Eε − 2⟨v(2)

k j
, v0⟩Eε + ∥v0∥2Eε, by taking the limit ask → ∞, it is shown

that v(2)
k j

converges tov0 in Eε as j → ∞. Therefore the sequence{vk}k∈N has a convergent

subsequence{v(2)
k j
} j∈N in Eε. Hence, the (PS) condition is satisfied.

Consequently,cε in Definition 2.1 is a positive critical value ofIε(v). q.e.d.

Definition 2.2. Let vε be a critical point ofIε(v) corresponding tocε. We calluε = um,ε + vε a
ground-state solutionof (P).

2.3 Entire solution onRn to approximate ground-state solu-
tions

In this section we consider a slightly general nonlinearity includingf (u) = up
+, 1 < p < (n +

2)/(n − 2). Let f be aC1,β-function onRn satisfying f (t) > 0 if t > 0 and f (t) = 0 if t ≤ 0.
Moreover, we assume that the boundary value problem∆w− w+ f (w) = 0 inRn,

w(0) = max
y∈Rn

w(y), lim
|y|→∞

w(y) = 0(P)0
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has a unique positive solutionw0 and the linearized operator

L = ∆ − 1+ f ′(w0) : W2,p(Rn)→ Lp(Rn)

satisfies

KerL = span

{
∂w0

∂y j

∣∣∣∣∣ j = 1, . . . ,n

}
.

Proposition 2.9. There exists a constantγ∗ > 0 such that for anyγ ∈ [0, γ∗), the boundary
value problem ∆w− w+ f (w+ γ) − f (γ) = 0 in Rn,

w(0) = max
y∈Rn

w(y), lim
|y|→∞

w(y) = 0(P)γ

has a unique positive solution w= wγ. Moreover, wγ is symmetric with respect to the origin and
decays exponentially at infinity.

The symmetry and exponential decay ofw0 have been proved by [5]. (Notes that, for suffi-
ciently smallγ ≥ 0,

√
1− f ′(γ) is bounded below with a positive constant.)

We outline the proof of uniqueness:

0◦) Assume that such a positive numberγ∗ does not exist. Then there is a sequence{γ j} j∈N such
thatγ j ↓ 0 as j → ∞ and (P)γj has two distinct positive solutionsw(1)

γ j andw(2)
γ j .

1◦) w(1)
γ j → w(1) andw(2)

γ j → w(2). Moreover bothw(1) andw(2) are solutions of (P)0.

2◦) There exists a neighborhoodN of w0 such that (P)γ has a unique solution inN if γ ≥ 0 is
sufficiently small.

3◦) By 2◦), w(1) , w(2). A contradiction with the uniqueness assumption forγ = 0.

To prove 1◦) we begin by noting that (f (t + γ) − f (γ))/tp → c0 > 0 ast → ∞. We point
out also thatwγ j attains its maximum only at the origin. By the same method as in the proof of
Theorem 3 of [12, pp.18-20] (or more precisely, [6]) we can prove that there exists a positive
constantM such that∥w(1)

γ j ∥L∞(Rn) + ∥w(2)
γ j ∥L∞(Rn) ≤ M for any j = 1,2,3, . . . . Moreover, they

decay exponentially as|y| → ∞ (see, e.g., [5]). Hence for anyκ ∈ (0,
√

1− f ′(γ)) there exists
a positive constantCκ such that 0< w(i)

γ j (y) = w(i)
γ j (|y|) ≤ Cκe−κ|y| and |Dαw(i)

γ j (y)| ≤ Cκe−κ|y| for
|α| ≤ 2 andi = 1, 2. Therefore{w(i)

γ j } and{∇w(i)
γ j } are uniformly bounded and equicontinuous,

hence it contains a subsequence{w(i)
γ jk
} convergent inC1

loc(R
n). Let w(i) be its limit. Clearly, it

satisfies (P)γ for i = 1, 2.
2◦) Let G be the Green’s function for 1− ∆ on Rn. Then, for a bounded and continuous

functionh onRn, the solution of the equation∆u− u+ h = 0 inRn is expressed as

u(y) =
∫
Rn

G(|y− z|)h(z) dz

(
=

∫
Rn

G(y, z)h(z) dz

)
.

We call the standard implicit function theorem on Banach spaces. The following version is
found in [17, Theorem 2.7.2].
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Lemma 2.10(Implicit function theorem). Let X, Y and Z be Banach spaces andF a continuous
mapping of an open set U⊂ X × Y→ Z. Assume thatF has a Frechét derivative with respect
to x,Fx(x, y) which is continuous in U. Let(x0, y0) ∈ U andF (x0, y0) = 0. If A = Fx(x0, y0) is
an isomorphism of X onto Z, then

(i) there is a ball Br(y0) = {y : ∥y − y0∥ < r} and a unique continuous map u: Br(y0) → X
such that u(y0) = x0 andF (u(y), y) ≡ 0.

(ii) If F is of class C1, then u(y) is of class C1 and

uy(y) = −{Fx(u(y), y)}−1 ◦ fy(u(y), y).

(iii) uy(y) belongs to Cp if F is in Cp, p > 1.

To use the Implicit Function Theorem, we formulate our problem as follows: LetXr := {w ∈
C0(Rn) | w(y) = w(|y|), lim |y|→∞w(y) = 0} andδ0 > 0 be sufficiently small. We define a mapping
F from Xr × (−δ0, δ0) into Xr by

F (w, γ) := w−
∫
Rn

G(y, z)
{
f (γ + w(z)) − f (γ)

}
dz.

It is easy to verify thatF ∈ C1(Xr × (−δ0, δ0),Xr), andF (w0,0) = 0. Moreover, we
can prove thatDwF (w0, 0) is an isomorphism fromXr onto Xr . Indeed,DwF (w0,0)ϕ = ϕ −∫
Rn G(y, z) f ′(w0(z))ϕ(z) dz is a Fredholm operator and KerDwF (w0,0) = {0} on Xr by the as-

sumption that KerL = span{∂w/∂y j | j = 1, . . . ,n}. This implies the assertion. Therefore
by the Implicit Function Theorem there exists aC1-function W : (−δ1, δ1) → Xr such that
W(0) = w0 andF (W(γ), γ) = 0 for γ ∈ (−δ1, δ1), whereδ1 > 0 is a sufficiently small con-
stant. Moreover, in the ball∥w − w0∥L∞(Rn) < δ1 of Xr , there is no solution ofF (w, γ) = 0 in
{w ∈ Xr | ∥w− w0∥L∞(Rn) < δ1} × (−δ0, δ0) other thanW(γ).

2.4 Upper bound of the energy for ground-state solutions

By the Mountain Pass Lemma, we know thatcε > 0 for anyε > 0. Moreover,vε belong to
C2(Ω) ∩ C1(Ω) and is positive onΩ by the regularity theory for elliptic equations and by the
maximum principle (see, e.g., [12, p.9]). Recall that the energyJε(uε) of a ground-state solution
uε = um,ε + vε is given byJε(uε) = Jε(um,ε) + Iε(vε) and thatJε(um,ε) is a unique fixed constant
onceε > 0 is given. Therefore, we are interested in the behavior ofcε = Iε(vε) asε ↓ 0. It is
convenient to introduce the following notation.

Definition 2.3. Let w = wγ be the positive solution of (P)γ stated in Chapter 1. We define

Iδ(Q; RQ) :=
1
2

∫
RQ

(|∇w|2 + w2) dz−
∫

RQ

G(γ,w) dy whereγ = γ0(Q).

Here,RQ is given by

(2.5) RQ :=

{
Rn if Q ∈ Ω,
Rn
+ = {y ∈ Rn | yn > 0} if Q ∈ ∂Ω.
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Remark2.11. (i) By Proposition 1.1 and(1.11), 0 ≤ γ0(Q) ≤ {b(Q)/a(Q)}1/(p−1)δ/minΩ a(x).
Therefore,supQ∈Ω ∥wγ0(Q)∥Lr (Rn) < ∞ for any r ∈ [1,∞]. (ii) The function Iδ(Q; RQ) depends only
on the value ofγ0(Q) and the domain of integration RQ. Moreover, by the symmetry of w

(2.6) Iδ(Q;Rn
+) =

1
2

Iδ(Q;Rn) =
1
2
I(γ0(Q)).

The goal of this section is to prove the following estimate.

Proposition 2.12.For sufficiently smallε, cε/εn is bounded, that is, the following holds:

(2.7) lim sup
ε↓0

cε
εn
≤ min

{
min
Q∈Ω
Φ(Q)Iδ(Q;Rn),

1
2

min
Q∈∂Ω
Φ(Q)Iδ(Q;Rn)

}
.

To prove this result we use the characterizationcε = c∗ε (see Lemma 2.5). Hence

cε ≤ max
t≥0

Iε(tv)

for anyv ≥ 0 with v . 0. We choose an approximately scaled entire solutionwγ0(Q) asv. To do
so, we need a few definitions.

Definition 2.4. For eachQ ∈ Ω andk = 1, . . . , n, letλk(Q) denote an eigenvalue of the symmet-
ric matrix AQ = (ai j (Q))1≤i, j≤n which is numbered so thatλl(Q) ≤ λl+1(Q) for l = 1, . . . ,n − 1.
Put

DQ :=


λ1(Q) 0

. . .

0 λn(Q),

 = diag(λ1(Q), . . . , λn(Q))

and letBQ be the orthogonal matrix which diagonalizesAQ: BQAQ
tBQ = DQ.

With these notations, we definev as follows:

(2.8) v(x) =

(
a(Q)
b(Q)

)1/(p−1)

wγ0(Q)

(√
a(Q)

√
D−1

Q BQ
x− Q
ε

)
=

(
a(Q)
b(Q)

)1/(p−1)

wγ0(Q)(y)

and its scaled versionV by

(2.9) V(z) := v(x), z :=
x− Q
ε

, Ωε,Q := {z ∈ Rn | x = Q+ εz ∈ Ω}.

Notice thatV is no longer dependent onε.
The following lemma is crucial.

Lemma 2.13.For each Q∈ Ω,

(2.10) lim
ε↓0

1
εn

max
t≥0

Iε(tv) =
1
2

∫
RQ

{
ai j (Q)

∂V
∂zi

∂V
∂zj
+ α(Q)V2

}
dz−

∫
RQ

b(Q)G(um(Q),V) dz.
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Proof. Let ϕ(t) = Iε(tv). Thenϕ(0) = 0 andϕ(t)→ −∞ ast → ∞. Moreover,ϕ(t) > 0 for t > 0
sufficiently small. Therefore,ϕ(t) attains the global maximum, which is positive.

Step 1. Let tε be the maximum point of the functionϕ(t). We prove thattε → 1 asε ↓ 0.
Sinceϕ′(t) = I ′ε(tv)v andϕ′(tε) = 0, it is easily seen that

∥tεv∥2Eε =
∫
Ω

b(x)g(um,ε(x), tεv)tεv dx,

hence

∥v∥2Eε =
∫
Ω

1
tε

b(x)g(um,ε(x), tεv)v dx.

After performing the change of integration variablex→ z and dividing byεn, we obtain

(2.11)

∫
Ωε,Q

{
ai j (Q+ εz)

∂V
∂zi

∂V
∂zj
+ α(Q+ εz)V2

}
dz

=

∫
Ωε,Q

1
tε

b(Q+ εz)g(um,ε(Q+ εz), tεV)V dz.

We observe that if we put

ψ(t) =
∫
Ωε,Q

1
t
b(Q+ εz)g(um,ε(Q+ εz), tV)V dz,

then

ψ′(t) =
1
t2

∫
Ωε,Q

b(Q+ εz)
{
g′(um,ε(Q+ εz), tV)tV − g(um,ε(Q+ εz), tV)

}
V dz.

On the other hand,g′(um,ε(Q+εz), ξ)ξ−g(um,ε(Q+εz), ξ) > 0 for all ξ > 0 since the left-hand
side is zero forξ = 0 and its derivative with respect toξ is equal top(p− 1)(um,ε + ξ)

p−2
+ ξ > 0

for ξ > 0. Thereforeψ is strict increasing int > 0, and hence (2.11) determinestε uniquely.
Now recall thatwγ0(Q) decays exponentially together with its derivatives up to order 2 as

|y| → ∞:
|Dαwγ0(Q)(y)| ≤ C0e

−µ0|y| for all y ∈ Rn, |α| ≤ 2.

Therefore,

(2.12) |DαV(z)| ≤ C1e
−µ1|y| for all z ∈ Rn, |α| ≤ 2.

Let us consider the caseQ ∈ Ω. Then there exist anR> 0 such thatBR(Q) ⊂ Ω. By (2.12) it is
readily seen that

(2.13)

∫
Ωε,Q

{
ai j (Q+ εz)

∂V
∂zi

∂V
∂zj
+ α(Q+ εz)V2

}
dz

=

∫
|z|>R/ε

{
ai j (Q+ εz)

∂V
∂zi

∂V
∂zj
+ α(Q+ εz)V2

}
dz+O(e−µ2/ε)

and

(2.14)

∫
Ωε,Q

b(Q+ εz)g(um,ε(Q+ εz), tεV)V dz

=

∫
|z|<R/ε

b(Q+ εz)g(um,ε(Q+ εz), tεV)V dz+O(e−µ2/ε).

26



Note thatai j (Q + εz) − ai j (Q) = ε∇ai j (Q + θεz) · z = O(ε|z|). Also, α(Q + εz) − α(Q) =
a(Q+ εz)− a(Q)− p{b(Q+ εz)− b(Q)}um,ε(Q)p−1+ b(Q+ εz){um,ε(Q+ εz)p−1− um,ε(Q)p−1} and
um,ε(Q+εz)p−1−um,ε(Q)p−1 = O((ε|z|))min{1,p−1}, and henceα(Q+εz)−α(Q) = O((ε|z|))min{1,p−1}).
Therefore,

(2.15)
∫
|z|>R/ε

{
(ai j (Q+ εz) − ai j (Q))

∂V
∂zi

∂V
∂zj
+ (α(Q+ εz) − α(Q))V2

}
dz= O(εmin{1,p−1}).

Likewise, we get

(2.16)
∫
Ωε,Q

{
b(Q+ εz)g(um,ε(Q+ εz), tεV)V − b(Q)g(um,ε(Q+ εz), tεV)V

}
dz= O(εmin{1,p−1}).

Putting (2.13), (2.14), (2.15) and (2.16) together, we obtain from (2.11) that

(2.17)
tε

[∫
|z|<R/ε

{
ai j (Q)

∂V
∂zi

∂V
∂zj
+ α(Q)V2

}
dz+O(εmin{1,p−1})

]
=

∫
|z|<R/ε

b(Q)g(um,ε(Q), tεV)V dz+O(εmin{1,p−1}).

We notice here thatV is a solution of the boundary value problem

A(Q)V − α(Q)V + b(Q)g(um(Q),V) = 0.

Hence ∫
Rn

{
ai j (Q)

∂V
∂zi

∂V
∂zj
+ α(Q)V2

}
dz=

∫
Rn

b(Q)g(um,ε(Q),V)V dz.

Therefore, from (2.17) it follows that

(2.18) lim
ε↓0

1
tε

∫
|z|<R/ε

b(Q)g(um,ε(Q), tεV)V dz=
∫
Rn

b(Q)g(um(Q),V)V dz.

We observe thattε remains bounded asε ↓ 0. Indeed, iftε j → ∞ along a sequenceε j ↓ 0, then
g(um,ε(Q), tεV)/(tεV)p→ 1 for eachz. This means that

1

tp
ε

∫
|z|<R/ε j

g(um,ε j (Q), tε j V)V dz→
∫
Rn

Vp+1 dz.

Hence the left-hand side of (2.18) diverges, a contradiction. Now{tε} turned out to be bounded,
and hence for any{ε j}, ε j ↓ 0, {tε j } has a convergent subsequence{t jk}, andtε jk

→ t∗. Then

1
tε jk

∫
|z|<R/ε jk

b(Q)g(um,ε jk
(Q), tε jk

V)V dz→ 1
t∗

∫
Rn

b(Q)g(um(Q), t∗V)V dz,

thus from (2.17)

1
t∗

∫
Rn

b(Q)g(um(Q), t∗V)V dz=
∫
Rn

b(Q)g(um(Q),V)V dz.
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Clearly t∗ = 1 satisfies this condition, and there is no othert∗ satisfying this condition. Hence
t∗ = 1. Because the limitt∗ = 1 is independent of choice of the subsequence{t jk}, {tε j } must
converge to 1. This proves our assertiontε → 1 asε ↓ 0.

Step 2. Recall that

1
εn

max
t≥0

Iε(tv) =
1
2

∫
Ωε,Q

t2ε

{
ai j (Q+ εz)

∂V
∂zi

∂V
∂zj
+ α(Q+ εz)V2

}
dz

−
∫
Ωε,Q

b(Q+ εz)G(um,ε(Q+ εz), tεV) dz.

By the same reasoning as above, we obtain (2.10) in the caseQ ∈ Ω.
Step 3. In the caseQ ∈ ∂Ω, we have to show that∫

Ωε,Q

{
ai j (Q+ εz)

∂V
∂zi

∂V
∂zj
+ α(Q+ εz)V2

}
dz→

∫
Rn
+

{
ai j (Q)

∂V
∂zi

∂V
∂zj
+ α(Q)V2

}
dz,∫

Ωε,Q

b(Q+ εz)g(um,ε(Q+ εz), tεV)V dz→
∫
Rn
+

b(Q)g(um(Q),V)V dz,∫
Ωε,Q

b(Q+ εz)G(um,ε(Q+ εz), tεV) dz→
∫
Rn
+

b(Q)G(um(Q),V) dz.

These will be done in Chapter 3. q.e.d.

Proof of Proposition 2.12. First of all, we express the right-hand side of (2.10) in terms of
wγ0(Q). Since

∂

∂zj
=

n∑
l=1

∂yl

∂zj

∂

∂yl
=

√
a(Q)

n∑
l=1

(√
D−1

Q BQ

)
l j

∂

∂yl
,

we compute

n∑
i, j=1

ai j (Q)
∂V
∂zi

∂V
∂zj

=

(
a(Q)
b(Q)

) 2
p−1

a(Q)
n∑

i, j=1

ai j (Q)

{ n∑
l=1

(√
D−1

Q BQ

)
l j

∂wγ0(Q)

∂yl

}{ n∑
k=1

(√
D−1

Q BQ

)
ki

∂wγ0(Q)

∂yk

}

=

(
a(Q)
b(Q)

) 2
p−1

a(Q)
n∑

k,l=1

n∑
i, j=1

(√
D−1

Q BQ

)
ki
ai j (Q)

(√
D−1

Q BQ

)
l j

∂wγ0(Q)

∂yk

∂wγ0(Q)

∂yl

=

(
a(Q)
b(Q)

) 2
p−1

a(Q)
n∑

k,l=1

n∑
i, j=1

(√
D−1

Q BQ

)
ki
ai j (Q) t

(√
D−1

Q BQ

)
jl

∂wγ0(Q)

∂yk

∂wγ0(Q)

∂yl

=

(
a(Q)
b(Q)

) 2
p−1

a(Q)
n∑

k,l=1

{√
D−1

Q BQAQ
tBQ

√
D−1

Q

}
kl

∂wγ0(Q)

∂yk

∂wγ0(Q)

∂yl
.

By Definition 2.4 we haveBQAQ
tBQ = DQ, and hence√

D−1
Q BQAQ

t
(√

D−1
Q BQ

)
=

√
D−1

Q

(
BQAQ

tBQ

)
t
√

D−1
Q =

√
D−1

Q DQ

√
D−1

Q = En
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whereEn denotes then-dimensional unit matrix. Therefore,

n∑
i, j=1

ai j (Q)
∂V
∂zj

∂V
∂zi
=

(
a(Q)
b(Q)

) 2
p−1

a(Q)
n∑

k=1

(
∂wγ0(Q)

∂yk

)2

=

(
a(Q)
b(Q)

) 2
p−1

a(Q)|∇wγ0(Q)|2.

Note also thatdz= {det
√

a(Q)−1DQ}dy= a(Q)−n/2(detAQ)1/2dyand

1
2

∫
RQ

{
ai j (Q)

∂V
∂zi

∂V
∂zj
+ α(Q)V2

}
dz−

∫
RQ

b(Q)G(um(Q),V) dz

=
1
2

∫
RQ

{
ai j (Q)

∂V
∂zi

∂V
∂zj
+ a(Q)V2

}
dz

− 1
p+ 1

∫
RQ

b(Q)
{
(um(Q) + V)p+1 − um(Q)p+1 − (p+ 1)um(Q)pV

}
dz.

We thus have

1
2

∫
RQ

{
ai j (Q)

∂V
∂zi

∂V
∂zj
+ a(Q)V2

}
dz

= a(Q)−n/2(detAQ
)1/2 1

2

∫
RQ


(
a(Q)
b(Q)

) 2
p−1

a(Q)|∇wγ0(Q)|2 + a(Q)

(
a(Q)
b(Q)

) 2
p−1

w2
γ0(Q)

 dy

= a(Q)1−n/2+2/(p−1)b(Q)−2/(p−1)(detAQ
)1/2 1

2

∫
RQ

(
|∇wγ0(Q)|2 + w2

γ0(Q)

)
dy

and

− 1
p+ 1

∫
RQ

b(Q)
{
(um(Q) + V)p+1 − um(Q)p+1 − (p+ 1)um(Q)pV

}
dz

= − 1
p+ 1

a(Q)−n/2(detAQ
)1/2

× b(Q)

(
a(Q)
b(Q)

) p+1
p−1

∫
RQ

{
(γ0(Q) + wγ0(Q))

p+1 − γ0(Q)p+1 − (p+ 1)γ0(Q)pwγ0(Q)

}
dy

= a(Q)1−n/2+2/(p−1)b(Q)−2/(p−1)(detAQ
)1/2

×
[
− 1

p+ 1

∫
RQ

{
(γ0(Q) + wγ0(Q))

p+1 − γ0(Q)p+1 − (p+ 1)γ0(Q)pwγ0(Q)

}
dy

]
.

Hence, the right-hand side of (2.10) is equal to

a(Q)1−n/2+2/(p−1)b(Q)−2/(p−1)(detAQ
)1/2

×
[
1
2

∫
RQ

(
|∇wγ0(Q)|2 + w2

γ0(Q)

)
dy

− 1
p+ 1

∫
RQ

{
(γ0(Q) + wγ0(Q))

p+1 − γ0(Q)p+1 − (p+ 1)γ0(Q)pwγ0(Q)

}
dy

]
= Φ(Q)Iδ(Q; RQ).
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Therefore
lim sup

ε↓0

cε
εn
≤ Φ(Q)Iδ(Q; RQ) for all Q ∈ Ω.

Taking the minimum of the right-hand side overΩ, we obtain (2.7) due to (2.6). q.e.d.

By the boundedness ofcε = Iε(vε), the following proposition holds for a critical pointvε.

Proposition 2.14. For any r ∈ [1,∞), there exists a constant Cr > 0 such that for sufficiently
smallε > 0,

(2.19)
∫
Ω

vr
ε dx≤ Crε

n

holds and C1/r
r is bounded in r.

We can prove this proposition by∥vε∥2Eε =
∫
Ω

b(x)g(um,ε, vε) dx, Claim 2.8, the Sobolev in-
equality, and the estimatecε = ∥vε∥2Eε/2−

∫
Ω

b(x)G(um,ε, vε) dx= O(εn) (for more detail, see the
proof of Lemma 2.3 in [12]).
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Chapter 3

Asymptotic form of ground-state solutions

In this chapter, we investigate the asymptotic form of a ground-state solution asε ↓ 0 around
its (local) maximum point.

Recall that a ground-state solutionuε is the sum of the minimal solutionum,ε and a mountain-
pass solutionvε: uε = um,ε + vε. In Lemma 2.3 we have shown thatum,ε(Q + εy) → um(Q) as
ε ↓ 0 in C2(K) in each compact set ofRn. Therefore in this chapter we focus on the asymptotic
behavior of the mountain-pass solutionvε, which satisfies

(3.1)

{
ε2A(x)v− a(x)v+ b(x)(um,ε + v)p

+ − up
m,ε = 0, v > 0 inΩ,

B(x)v = 0 on∂Ω.

The main results of this chapter hold under the assumption thatδ is sufficiently small. We
begin by describing how smallδ must be. First of all, we require that the algebraic equation
(1.10) has exactly two nonnegative roots for anyQ ∈ Ω. Since the function−a(Q)ζ + b(Q)ζp

achieves the global minimum−(p−1)a(Q)p/(p−1)/{p(pb(Q))1/(p−1)} atζ = {a(Q)/(pb(Q))}1/(p−1),
this condition is satisfied if and only if

δσ(Q) <
p− 1

pp/(p−1)

(a(Q)p

b(Q)

)1/(p−1)

for all Q ∈ Ω.

By virtue of maxΩ σ = 1, we see that

δ <
p− 1

pp/(p−1)

(mina(x)p

maxb(x)

)1/(p−1)

is a sufficient condition for the first requirement. Moreover, we require the algebraic equation

(3.2) −a(Q)η + b(Q)ηp + a(Q)um,ε(Q) − b(Q)um,ε(Q)p = 0

has exactly two nonnegative roots for anyQ ∈ Ω andε > 0, which is equivalent to the condition

a(Q)um,ε(Q) − b(Q)um,ε(Q)p <
p− 1

pp/(p−1)

(a(Q)p

b(Q)

)1/(p−1)

for all Q ∈ Ω andε > 0. Since there exists a positive constantCm such that 0≤ um,ε(x) ≤ Cmδ
for anyx ∈ Ω andε > 0, for the second requirement it is sufficient to assume thatδ satisfies

(3.3) max
Ω

a(x)Cmδ <
p− 1

pp/(p−1)

(a(Q)p

b(Q)

)1/(p−1)

.
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Proposition 3.1. Given a family of ground-state solutions{uε j }0<ε<ε0 of (P), let Pε be a local
maximum point of uε. Assume that there is a sequence{ε j} j∈N converging to zero such that
Pε j → P0 ∈ Ω. Then, as j→ ∞,

(3.4)
um,ε j (Pε j + ε jz) −→ um(P0)

vε j (Pε j + ε jz) −→
(
a(P0)/b(P0)

)1/(p−1)wγ

( √
a(P0)

√
DP0

−1BP0z
)  in C2(K)

on each compact set K ofRn, where wγ is a unique positive solution of(GS-γ), γ = γ0(P0) and
the functionγ0 onΩ is defined by(1.11).

Remark3.2. We note that(3.4) is not the precise expression in the case Pε j sufficiently close
to the boundary (e.g., P0 ∈ ∂Ω). In such a case, we have to extend the functions um,ε j and uε j

to the outside ofΩ because the point Pε j + ε jz may be in the outside ofΩ. See Case (II) in the
following proof for the precise expression in the case where Pε j is close to∂Ω.

Proof. We treat the two cases (I)P0 ∈ Ω and (II) P0 ∈ ∂Ω separately.
Case (I):P0 ∈ Ω. SinceΩ is an open set inRn, there exists a positive constantr0 such that

B3r0(P0) ⊂ Ω. By Pε j → P0 andε j ↓ 0 as j → ∞, we see thatε j ∈ (0, r0) andPε j ∈ Br0(P0) for
sufficiently largej. Let

Vε(z) = vε(x) with z= (x− Pε)/ε

and
Ωε,Pε = {z ∈ Rn | x = Pε + εz ∈ Ω}.

Note that ifz ∈ B2r0/ε j (0), then|x− P0| = |Pε j + ε jz− P0| < r0+ 2r0 = 3r0, and hencez ∈ Ωε j ,Pε j
.

Sincevε satisfies (3.1) inΩ, we see thatVε satisfies

(3.5)
A(Pε + εz)Vε − a(Pε + εz)Vε

+ b(Pε + εz)
{(

um,ε(Pε + εz) + Vε

)p − um,ε(Pε + εz)
p
}
= 0 inΩε,Pε ,

whereA(Pε + εz)Vε =
∑n

k,l=1(∂/∂zk){akl(Pε + εz)(∂Vε/∂zl)}. Recall also that

∥Vε∥Lr (Ωε,Pε ) =

(∫
Ωε,Pε

Vr
ε dz

)1/r

=

(
ε−n

∫
Ω

vr
ε dx

)1/r

≤ C1/r
r for r ∈ [1,∞)

by Proposition 2.14. In particular, for eachR> 0,

(3.6) sup
0<ε j<r0

∥Vε j∥Lr (B3R(0)) ≤ sup
0<ε<r0

C1/r
r < ∞,

which implies that the nonlinear termb(Pε j + ε jz){(um,ε j (Pε j + ε jz)+Vε j )
p
+ − um,ε j (Pε j + ε jz)p} is

bounded inLr(B3R(0)) for 0< ε j < r0. By the interior elliptic estimate, we have∥Vε j∥W2,r (B2R(0)) ≤
C, so that∥Vε j∥C1,α(B2R(0)) ≤ C by the Sobolev imbedding theorem if we chooser > n. Finally
by the interior Schauder estimate, we conclude that∥Vε j∥C2,β(BR(0)) ≤ C. Therefore, the Ascoli-
Arzelà theorem allow us to select a subsequence, which we denote again by{Vε j }, converging
to aC2-functionVr in the topology ofC2(BR(0)). Now we take a strictly increasing sequence of
positive numbers{Rk} divergent to∞, and apply the diagonal argument to obtain a subsequence
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{Vε jk
} converging toV0 ∈ C2(Rn) in C2

loc(R
n). For simplicity we write{εk} instead of{ε jk}. From

(3.5) we see thatV0 satisfies

(3.7) A(P0)V0 − a(P0)V0 + b(P0)
{
(um(P0) + V0)

p − um(P0)
p
}
= 0

by virtue of Lemma 2.3, whereA(P0)V0 =
∑n

k,l=1 akl(P0)(∂2V0/∂zk∂zl). Since∥Vε j∥Lr (B3R(0)) is
bounded by a constantC1/r

r independent ofR, the limit V0 belongs toLr(Rn) for anyr ∈ [1,∞).
In addition, lim supr→∞C1/r

r < ∞ impliesV0 ∈ L∞(Rn).
Furthermore, we claim that maxV0(z) > 0. To prove this we notice that

∑n
k,l=1(∂/∂zk)akl(Pε j+

ε jz)(∂Vε j/∂zl)|z=0 ≤ 0 sinceVε j attains a local maximum atz= 0, and hence

−a(Pε j )Vε j (0)+ b(Pε j )
{(

um,ε j (Pε j ) + Vε j (0)
)p
− um,ε j (Pε j )

p
}
≥ 0.

On the other hand, we know that

(3.8) A(Pε j )um,ε j (Pε j ) − a(Pε j )um,ε j (Pε j ) + b(Pε j )um,ε j (Pε j )
p + δσ(Pε j ) = 0,

hence, combining these two together, we obtain

A(Pε j )um,ε j (Pε j ) − a(Pε j )
(
um,ε j (Pε j ) + Vε j (0)

)
+ b(Pε j )

(
um,ε j (Pε j ) + Vε j (0)

)p
+ δσ(Pε j ) ≥ 0.

Putη = um,ε j (Pε j ) + Vε j (0) and eliminateA(Pε j )um,ε j (Pε j ) + δσ(Pε j ) by using (3.8). Then we
have

(3.9) −a(Pε j )η + b(Pε j )η
p + a(Pε j )um,ε j (Pε j ) − b(Pε j )um,ε j (Pε j ) ≥ 0.

By (3.3), the equation−a(Pε j )η + b(Pε j )η
p + a(Pε j )um,ε j (Pε j ) − b(Pε j )um,ε j (Pε j )

p = 0 has two
nonnegative roots 0≤ η1(ε j) < η2(ε j) and they satisfy the inequality

0 ≤ η1(ε j) <

{
a(Pε j )

pb(Pε j )

}1/(p−1)

< η2(ε j).

Note also that (3.9) holds ifη ≤ η1(ε j) or η ≥ η2(ε j). But if η ≤ η1(ε j), thenum,ε j (Pε j )+Vε j (0) ≤
C′δ; this means that maxVε j (z) = O(δ) and thereforea(Pε j +ε jz)−b(Pε j +ε jz){(um,ε j (Pε j +ε jz)+
Vε j )

p− um,ε j (Pε j + ε jz)p}/Vε j = a(Pε j + ε jz)− pb(Pε j + ε jz)(um,ε j (Pε j + ε jz)+ θVε j )
p−1 > 0 for all

z ∈ BR(0). Hence in this case we haveA(Pε j + ε jz)Vε j > 0 on BR(0), which is a contradiction
sinceVε j (0) is a local maximum. Therefore,

Vε j (0) ≥ η2(ε j) − um,ε j (Pε j ) > {a(Pε j )/(pb(Pε j )}1/(p−1) − um,ε j (Pε j ),

and this proves our assertionV0(0) > 0 becauseum,ε j (Pε j ) = O(δ).
Finally we put

w(y) =

{
b(P0)
a(P0)

}1/(p−1)

V0(z) with y =
√

a(P0)
√

D−1
P0

BP0z.

It is easily checked thatw is a positive solution of∆w− w+ (γ0(P0) + w)p − γ0(P0)p = 0 inRn,
andw ∈ W2,r(Rn) for anyr ∈ [0,∞). Fromw ∈ W2,r(Rn) with r > n it follows thatw(y) → 0 as
|y| → ∞. Hence,w = wγ0(P0) by the uniqueness of solution of (GS-γ).

Case (II):P0 ∈ ∂Ω. There are two possibilities to be considered.
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(a) lim inf
j→∞

dist(Pε j , ∂Ω)/ε j = ∞,

(b) lim sup
j→∞

dist(Pε j , ∂Ω)/ε j < ∞,

where dist(Q, ∂Ω) = inf P∈∂Ω |Q− P|.
First we rule out the possibility of (a). Suppose that (a) occurs. Then for anyR> 0 we have

B3ε jR(Pε j ) ⊂ Ω, provided thatε j is sufficiently small. This is the same situation as in Case (I),

Figure 3.1: A typical situation of case (a)

and we can argue in the same way to prove thatVε j (z) = vε j (Pε j + ε jz) converges toV0 ∈ C2(Rn)
as j → ∞ in C2

loc(R
n). Moreover,V0 is a positive solution of (3.7). Therefore

cε j

εn
j

>
1
2

∫
BR(0)

{
akl(Pε j + ε jz)

∂Vε j

∂zk

∂Vε j

∂zl
+ α(Pε j + ε jz)V

2
ε j

}
dz

−
∫

BR(0)
b(Pε j + ε jz)G(um,ε j (Pε j + ε jz),Vε j ) dz

=
1
2

∫
BR(0)

{
akl(P0)

∂V0

∂zk

∂V0

∂zl
+ α(P0)V

2
0

}
dz−

∫
BR(0)

b(P0)G(um,0,V0) dz

+
1
2

∫
BR(0)

{(
akl(Pε j + ε jz)

∂Vε j

∂zk

∂Vε j

∂zl
− akl(P0)

∂V0

∂zk

∂V0

∂zl

)
+

(
α(Pε j + ε jz)V

2
ε j
− α(P0)V

2
0

)}
dz

−
∫

BR(0)

{
b(Pε j + ε jz)G

(
um,ε j (Pε j + ε jz),Vε j

) − b(P0)G(um(P0),V0)
}

dz.

Lettingε j ↓ 0, we see that

lim sup
cε j

εn
j

≥ 1
2

∫
BR(0)

{
akl(P0)

∂V0

∂zk

∂V0

∂zl
+ α(P0)V

2
0

}
dz−

∫
BR(0)

b(P0)G(um(P0),V0) dz

≥ 1
2

∫
Rn

{
akl(P0)

∂V0

∂zk

∂V0

∂zl
+ α(P0)V

2
0

}
dz−

∫
Rn

b(P0)G(um(P0),V0) dz

−O(e−κR) (with κ > 0)
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because of the exponential decay ofV0 together with its derivatives of order up to 2 as|z| → ∞.
Therefore, by Proposition 2.12, we obtain

Φ(P0)Iδ(P0;R
n) −O(e−κR) ≤ min

{
min
Q∈Ω
Φ(Q)Iδ(Q;Rn),

1
2

min
Q∈∂Ω
Φ(Q)Iδ(Q;Rn)

}
.

SinceP0 ∈ ∂Ω, this results in

Φ(P0)Iδ(P0;R
n) ≤ 1

2
Φ(P0)Iδ(P0;R

n) +O(e−κR).

This is a contradiction becauseΦ(P0)Iδ(P0;Rn) is a positive number, while we can takeR > 0
as large as we wish. Therefore, (a) cannot occur.

Note that (b) is the only possible case, and hence, there exists anR∗ > 0 such thatBε jR(Pε j )∩
∂Ω , ∅ wheneverR≥ R∗ and j is sufficiently large. SinceBε jR(Pε j ) protrudes from the domain
Ω, we cannot argue as in the case (I) or (a) above and we have to take the effect of the boundary
∂Ω into consideration. We therefore introduce a diffeomorphism flattening the boundary portion
aroundP0, and extend the solutionvε outsideΩ along the conormal vector.

Step 1: Diffeomorphism. By translation and rotation of the coordinate system, we may
assume thatP0 is the origin and the outer normal to∂Ω at P0 points in the negative direction of
the xn-axis. We writex′ = (x1, . . . , xn−1) andx = (x′, xn). Then there exists a smooth function
ψ(x′) defined in|x′| < κ0, whereκ0 is a small positive number, such that

(i) ψ(0) = 0 and (∂ψ/∂xj)(0) = 0 for j = 1, . . . ,n− 1,

(ii) Ω ∩ N = {
(x′, xn) | xn > ψ(x′)

}
, ∂Ω ∩ N = {

(x′, ψ(x′)) | |x| < κ}.
Here,N is a neighborhood of the origin. Putpi(x) = (∂ψ/∂xi)(x′) for i = 1, . . . ,n − 1, and
pn(x) = −1. Thenp = (p1(x), . . . , pn(x)) gives an outer normal at point (x′, ψ(x′)) ∈ ∂Ω, and
ν = p(x)/|p(x)| is the unit outer normal.

In what follows (until the proof of Proposition 3.1 is completed), we make a convention that
Ξ denotes a generic point with coordinateξ ∈ Rn, Ξ′ denotes a point on the hyperplaneξn = 0,
i.e., Ξ′ = (ξ′,0) with ξ′ ∈ Rn−1. Likewise,X denotes a point with coordinatex ∈ Rn andX′

denotes a point on the boundary, i.e.,X′ = (x′, ψ(x′)). This notation will be used especially
when we designate the point at which the differential of a mapping is computed.

Now we are ready to define the first diffeomorphismS(ξ) = (S1(ξ), . . . ,Sn(ξ)) by

(3.10)

{Si(ξ) := ξi − ξnpi(ξ
′) for i = 1,2, . . . ,n− 1,

Sn(ξ) := ξn + ψ(ξ′).

We observe that

DS(Ξ) =

(
∂Si

∂ξ j
(ξ)

)
1≤i, j≤n

=

 δi j − ξn(∂pi/∂ξ j) −pi

pj −pn


and DS(O) = En whereEn is the unit matrix of dimensionn. Hence, there exists aκ0 > 0
such thatS is the inverse mapping for|ξ| ≤ 3κ0. Let us defineT (x) = S−1(x) with T (x) =
(T1(x), . . . ,Tn(x)). It is to be noted thatT maps∂Ω ∩ N0 into the hyperplane{ξn = 0} and
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Figure 3.2: Diffeomorphism to make the boundary nearP0 flat

Ω ∩ N0 into the upper half space{ξn > 0}, whereN0 = {x = S(ξ) | |ξ| ≤ 3κ0}. Indeed, since
DS(O) = En, by continuity we may assume that det(DS(Ξ)) > 0 for |ξ| ≤ 3κ0. Hence, ifξn > 0
thenSn(ξ) > ψ(ξ′), which means thatS(B+3κ0

(0)) ⊂ Ω, and this provesT (Ω ∩ N0) = B+3κ0
(0). If

we putµ(ξ) = µ(ξ′) := (DT (x)Axν)|x=S(Ξ′), thenµ is the vector in theξ-space corresponding to
the conormal vectorAxν. Moreover, we have det(DS(Ξ′)) = |p|2 = |p(ξ′,0)|2 and

(3.11)

DT (S(Ξ′)) = DS(Ξ′)−1 =
1
|p|2



|p|2 − p2
1 −p1p2 . . . −p1pn−1 p1

−p1p2 |p|2 − p2
2 . . . −p2pn−1 p2

...
...

. . .
...

...
−p1pn−1 −p2pn−1 . . . |p|2 − p2

n−1 pn−1

−p1 −p2 . . . −pn−1 −pn


=

1
|p|2

 δi j |p|2 − pi pj pi

−pj −pn

 .
Now, we define the second diffeomorphismU(ζ) = (U1(ζ), . . . ,Un(ζ)) by{Ui(ζ) = ζi − µi(ζ

′)ζn for i = 1, . . . ,n− 1,

Un(ζ) = −µn(ζ
′)ζn.

Then, we obtain that

DU(ζ) =

 δi j − ζn(∂µi/∂ζ j) −µi(ζ′)

0 −µn(ζ′)

 ,
det(DU(O)) = −µn(0) = (DS(O)−1AP0ν)n = ann(P0) > 0.

Hence there exists a ˜κ0 > 0 such thatU is the inverse mapping for|ζ | ≤ 3κ̃0. We writeκ0 instead
of min{κ0, κ̃0}, and putV(ξ) = U−1(ξ) with V(ξ) = (V1(ξ), . . . ,Vn(ξ)). In similar way toS,
by det(DU(O)) > 0, we may suppose that det(DU(ζ)) > 0 for |ζ | ≤ 3κ0. Hence, ifζn > 0 then
Un(ζ) > 0, which means thatV(B+3κ0

(0)) = B+3κ0
(0). Therefore we see that

T V
−→ −→x ξ ζ←− ←−
S U

.
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Step 2: Extension of functions.Given a smooth functionv(x) defined onΩ, we obtain a
functionϕ(ζ) defined on the upper semiballB+3κ0

(0) = {ζ ∈ Rn | |ζ | ≤ 3κ0 andζn ≥ 0} by putting
ϕ(ζ) = v(SU(ζ)), which we call the pull back ofv bySU whereSU = S ◦ U. We can extend
ϕ into the lower semiballB−3κ0

(0) by defining

ϕ̃(ζ′, ζn) = ϕ(ζ′,−ζn) for ζn < 0.

Therefore

ϕ̃(ζ) = ϕ(ζ′, |ζn|) for (ζ′, ζn) ∈ B3κ0(0).

Hence, we extendv to the outside ofΩ nearP0 as in the following figure:

Figure 3.3: extension ofv ◦ SU(ζ) along the vectorµ.

Next, let us examine the smoothness of the extended function whenv satisfies the boundary
conditionB(x)v = 0 on ∂Ω. In terms ofξ-variables, the boundary operator is expressed as
follows:

B(x)v = ν · Ax∇v(x)|xn=ψ(x′) = Axν|x=SU(ζ′,0) · (D(SU)(ζ′,0))−1∇ζ(v(SU(ζ)))(ζ′,0)

= (D(SU)(ζ′,0))−1ASU(ζ′,0)ν · ∇ϕ(ζ′,0)

= DU(ζ′,0)−1µ(ζ′) · ∇ϕ(ζ)|ζn=0,

wherea · b denotes the Euclidean inner product of the vectorsa, b ∈ Rn and

(3.12) DU(ζ′,0)−1 =
1

−µn(ζ′)

 −µn(ζ′)δi j µi(ζ′)

0 1

 .
Therefore, forϕ = v ◦ SU, B(x)v = 0 is equivalent toDU(ζ)−1µ · ∇ϕ|ζn=0 = 0, where it is to be
noted that (ξ′, 0) = U(ζ′, 0) = (ζ′,0) andDU(ζ)−1µ is the vector in theζ-space corresponding
to µ(ξ′).

Step 3: Equation of vε. Let φ(ζ) := vε ◦ SU(ζ) andφ̃(ζ) := φ(ζ′, |ζn|). Then, we calculate
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derivatives ofφ as follows:

(3.13)

∂φ̃

∂ζk
(ζ) =

∂φ

∂ζk
(ζ′, |ζn|) (1 ≤ k ≤ n− 1),

∂φ̃

∂ζn
(ζ) =

ζn

|ζn|
∂φ

∂ζn
(ζ′, |ζn|),

∂2φ̃

∂ζk∂ζl
(ζ) =

∂2φ

∂ζk∂ζl
(ζ′, |ζn|) (1 ≤ k, l ≤ n− 1),

∂2φ̃

∂ζ2
n

(ζ) =
∂2φ

∂ζ2
n

(ζ′, |ζn|),

∂2φ̃

∂ζk∂ζn
(ζ) =

∂2φ̃

∂ζn∂ζk
(ζ) =

ζn

|ζn|
∂2φ

∂ζk∂ζn
(ζ′, |ζn|), (1 ≤ k ≤ n− 1).

Now, to derive the equation forφ(ζ) (= vε(x)), we first substitute ˜φ toA(x)vε. Fromζ = VT (x),
noting that

∂

∂xj
=

n∑
l=1

∂(VT )l

∂xj
(x)

∂

∂ζl

∣∣∣∣∣
x=SU(ζ)

=

n∑
l=1

(
D(VT )(x)

)
l j

∂

∂ζl

∣∣∣∣∣
x=SU(ζ)

,

we have

A(x)vε =
n∑

i, j=1

∂

∂xi
ai j (x)

∂

∂xj
vε(x) =

n∑
i, j=1

∂

∂xi
ai j (x)

n∑
l=1

(
D(VT )(x)

)
l j

∣∣∣∣∣
x=SU(ζ)

∂φ̃

∂ζl

=

n∑
k,l=1

n∑
i, j=1

(
D(VT )(x)

)
kiai j (x)

(
D(VT )(x)

)
l j

∣∣∣∣∣
x=SU(ζ)

∂2φ̃

∂ζk∂ζl

+

n∑
i, j=1

n∑
l=1

∂

∂xi

{
ai j (x)

(
D(VT )(x)

)
l j

}∣∣∣∣∣
x=SU(ζ)

∂φ̃

∂ζl
.

In view of (3.13), we define
(3.14)

αkl(ζ) :=



n∑
i, j=1

(
D(VT )(x)

)
kiai j (x)

(
D(VT )(x)

)
l j

∣∣∣∣
x=SU(ζ)

for 1 ≤ k, l ≤ n− 1 ork = l = n,

ζn

|ζn|

n∑
i, j=1

(
D(VT )(x)

)
kiai j (x)

(
D(VT )(x)

)
n j

∣∣∣∣
x=SU(ζ)

for 1 ≤ k ≤ n− 1,

βl(ζ) :=



n∑
i, j=1

∂

∂xi

{
ai j (x)

(
D(VT )(x)

)
l j

}∣∣∣∣∣
x=SU(ζ)

for 1 ≤ l ≤ n− 1,

ζn

|ζn|

n∑
i, j=1

∂

∂xi

{
ai j (x)

(
D(VT )(x)

)
n j

}∣∣∣∣∣
x=SU(ζ)

for l = n.

Then, we haveαkl = αlk and

(3.15) A(x)vε =
n∑

k,l=1

αkl(ζ)
∂2φ

∂ζk∂ζl
(ζ′, |ζn|) +

n∑
l=1

βl(ζ)
∂φ

∂ζl
(ζ′, |ζn|).
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Sincevε satisfies (3.1) and∂Ω ∩U0 = {ξn = 0} ∩ B3κ0(0) = {ζn = 0} ∩ B3κ0(0), it follows that

(3.16)
ε2

 n∑
k,l=1

αkl(ζ)
∂2φ

∂ζk∂ζl
(ζ′, |ζn|) +

n∑
l=1

βl(ζ)
∂φ

∂ζl
(ζ′, |ζn|)

 − a(SU(ζ′, |ζn|))φ(ζ′, |ζn|)

+ b(SU(ζ′, |ζn|))
{(

um,ε(SU(ζ′, |ζn|)) + φ(ζ′, |ζn|)
)p
− um,ε(SU(ζ′, |ζn|))p

}
= 0,

whereζ ∈ B3κ0(0) \ {ζn = 0}.
Now, we note that (3.16) holds atζn = 0. Actually, by (3.14), the continuity ofD(VT ),

andai j ∈ C2(Ω), the coefficientαkl is Lipschitz continuous for 1≤ k, l ≤ n − 1 or k = l =
n. Moreover,αkn is Lipschitz continuous exceptζn = 0. Therefore, it remains to verify the
Lipschitz continuity ofαkn at ζn = 0. Since

(3.17)

ζn

|ζn|
αkn =

(
D(VT )(x)

)
kiai j (x)

(
D(VT )(x)

)
n j

∣∣∣∣
x=SU(ζ)

=
(
D(VT )(x)

)
kiai j (x)

(
D(VT )(x)

)
n j

∣∣∣∣
x=SU(ζ′,0)

+
[(

D(VT )(x)
)
kiai j (x)

(
D(VT )(x)

)
n j

]x=SU(ζ)

x=SU(ζ′,0)
,

it suffices to prove that whenζn = 0,
∑n

i, j=1(D(VT )(x))kiai j (x)(D(VT )(x))n j|x=SU(ζ′,ζn) = 0. In
fact, the second term of the right-hand side of (3.17) is Lipschitz continuous by the continuity
of D(VT ) andai j . Hence, one obtains

(3.18)

αkn(ζ) =
ζn

|ζn|

n∑
i, j=1

(
D(VT )(x)

)
kiai j (x)

(
D(VT )(x)

)
n j(ζ)

∣∣∣∣
x=SU(ζ)

=
ζn

|ζn|

n∑
i, j=1

(
D(VT )(x)

)
kiai j (x)

(
D(VT )(x)

)
n j

∣∣∣∣
x=SU(ζ′,0)

+O(|ζn|).

Since it holds thatD(VT )(x) = DV(Ξ′)DT (x) = DU(ζ′,0)−1DS(Ξ′)−1 at x = SU(ζ′,0), by
(3.11) and (3.12), we calculate as follows:

(3.19)

(
D(VT )(x)

)
ki

∣∣∣∣
x=SU(ζ′,0)

= 1/|p|2
[  δi j −µi/µn

0 −1/µn

  δi j |p|2 − pi pj pi

−pj −pn

 ]
ki

= 1/|p|2
{
δki|p|2 − pkpi − pi(µk/µn) for 1 ≤ i ≤ n− 1,

pk + pn(µk/µn) for i = n,(
D(VT )(x)

)
n j

∣∣∣∣
x=S◦U(ζ′,0)

= pj/(µn|p|2) for 1 ≤ j ≤ n.

Then, the following holds for the second term of the right-hand side of (3.18):

ξn

|ξn|

n∑
i, j=1

(
D(VT )(x)

)
kiai j (x)

(
D(VT )(x)

)
n j

=
ζn

|ζn|
1
|p|4

n∑
j=1

pj

µn

{ n−1∑
i=1

(
δki|p|2 − pkpi − pi

µk

µn

)
ai j +

(
pk + pn

µk

µn

)
an j

}
=: Γkn
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whereai j = ai j (SU(ζ′,0)). CalculatingΓkn and making use ofpn = −1, we have

(3.20)

ζn

|ζn|
µn|p|4Γkn =

n∑
j=1

pj

{
|p|2ak j −

(
pk +

µk

µn

) n−1∑
i=1

ai j (x)pi +
(
pk + pn

µk

µn

)
an j

}

=

n∑
j=1

pj

{
|p|2ak j −

(
pk + pn

µk

µn

)( n−1∑
i=1

ai j pi − an j(x)
)}

=

n∑
j=1

pj

{
|p|2ak j −

(
pk + pn

µk

µn

) n∑
i=1

ai j pi

}

= |p|2
n∑

j=1

ak j pj −
(
pk + pn

µk

µn

) n∑
i, j=1

ai j pi pj .

Substitutingµ(ξ′) = DS(ξ′,0)−1AS(ξ′,0)p(S(ξ′,0)) whereξ = U(ζ), we verify that (3.20) is equal
to zero. By the definition ofµ, it holds that

µk =
1
|p|2

[ δi j |p|2 − pi pj pi

−pj −pn

 AS(ζ′,0)
t p

]
k

=
1
|p|2

n∑
j=1

{ n−1∑
i=1

(δki|p|2 − pkpi)ai j pj + pkan j pj

}

=
1
|p|2

n∑
j=1

{
|p|2ak j pj − pk

n−1∑
i=1

ai j pi pj + pkan j pj

}
=

n∑
j=1

ak j pj −
pk

|p|2
n∑

i, j=1

ai j pi pj ,

µn =
1
|p|2

n∑
j=1

(−pi)ai j pj = −
1
|p|2

n∑
j=1

ai j pi pj .

Now, by usingpn = −1, these identities and (3.20), we obtain

ζn

|ζn|
µn|p|4Γkn = |p|2

n∑
j=1

ak j pj −
1
µn

n∑
i, j=1

ai j pi pj

(
pkµn + pnµk

)
= |p|2

n∑
j=1

ak j pj −
1
µn

(−µn|p|2)
{
− pk

|p|2
n∑

j=1

ai j pi pj + pn

( n∑
j=1

ak j pj −
pk

|p|2
n∑

i, j=1

ai j pi pj

)}

= |p|2
n∑

j=1

ak j pj + |p|2pn

n∑
j=1

ak j pj = 0.

Thus, we haveαkn = O(|ξn|) and proved thatαkn is Lipschitz continuous atξn = 0. Consequently,
(3.16) holds atξn = 0, and we see that ˜φ satisfies the following in the sense of weak solution:

(3.21)

ε2


∑

1≤k,l≤n−1
or k=l=n

αkl
∂2φ̃

∂ξk∂ξl
+

n−1∑
l=1

βl
∂φ̃

∂ξl
+ βn

ξn

|ξn|
∂φ̃

∂ξn

 − a(S(ξ′, |ξn|))φ̃

+ b(S(ξ′, |ξn|))
{(

um,ε(S(ξ′, |ξn|)) + φ̃
)p
− um,ε(S(ξ′, |ξn|))p

}
= −2ε2

n−1∑
k=1

αkn
ξn

|ξn|
∂2φ̃

∂ξk∂ξn
.
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By using the regularity theory, we know that ˜φ is a classical solution of (3.21) inB3κ0(0).
Step 4: Convergence of vε. For a while, we suppressj in ε j for simplicity. We letζ :=

Qε + εz andVε(z) := φ(ζ) whereQε := VT (Pε). Then by (3.21),Vε satisfies the following
elliptic equation forQε + εz ∈ B3κ0(0)∑

1≤k,l≤n−1
or k=l=n

αkl(Qε + εz)
∂2Vε

∂zk∂zl
+ 2

n−1∑
k=1

αkn(Qε + εz)
Qε,n + εzn

|Qε,n + εzn|
∂2Vε

∂zk∂zn

+ ε

 n−1∑
l=1

βl(Qε + εz)
∂Vε

∂zl
+ βn(Qε + εz)

Qε,n + εzn

|Qε,n + εzn|
∂Vε

∂zn


− (a ◦ SU)Vε + (b ◦ SU)

{(
(um,ε ◦ SU) + Vε

)p
− (um,ε ◦ SU)p

}
= 0.

SinceQε → VT (P0) = O asε ↓ 0 andαkn = O(|ζn|), for eachR > 0, we haveB3εR(0) ⊂
B2κ0(Qε) ⊂ B3κ0(0) and|Qε + εz| = |VT (P0)|+o(ε(1+R)) by takingε sufficiently small. Hence,
sinceεz ∈ B3εR(0) is equivalent toz ∈ B3R(0), we see thatVε(z) satisfies the following equation
in B3R(0):

(3.22)

∑
1≤k,l≤n−1
or k=l=n

αkl(T(P0))
∂2Vε

∂zk∂zl
− a(P0)Vε + b(P0)

{
(um(P0) + Vε)

p
+ − um(P0)

p}
+

{
o(|Pε − P0|) +O(εR)

}
×

 n−1∑
k,l=1

∂2Vε

∂zk∂zl
+ ε

n∑
l=1

∂Vε

∂zl
+ Vε +

(
(um,ε ◦ SU) + Vε

)p
− (um,ε ◦ SU)p

 = 0.

To prove the convergence ofVε, we begin by verifying the boundedness of∥Vε∥Lr (B3R(0)). By
using Proposition 2.14, we have

Crε
n ≥

∫
U0∩Ω

vr
ε dx≥

∫
B+3κ0

(0)
φr

∣∣∣det(D(SU)(ζ))
∣∣∣ dζ = 1

2

∫
B3κ0(0)

φ̃r
∣∣∣det(D(SU)(ζ))

∣∣∣ dζ.
Sinceζ = Qε + εz, B3εR(0) ⊂ B2κ0(Qε) ⊂ B3κ0(0), Vε(z) = φ̃(ζ) anddζ = εndz, one obtains∫

B3R(0)
Vr
ε

∣∣∣det(D(SU)(Qε + εz))
∣∣∣ dz≤ 2Cr .

Moreover, noting|det(D(SU)(Qε + εz))| = ann(P0)+ o(|Pε − P0|)+O(εR) for sufficiently small
ε, we have ∫

B3R(0)
Vr
ε

{
ann(P0) + o(|Pε − P0|) +O(εR)

}
dz≤ 2Cr .

From the assumption of (b), since lim supε↓0 |Pε − P0|/ε ≤ C, asε ↓ 0, we get

ann(P0)
∫

B3R(0)
Vr
ε dz≤ 2Cr .

Thus, ∫
B3R(0)

Vr
ε dz≤ 2Cr/ann(P0).
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Noting thatC1/r
r is bounded inr ∈ [1,∞) by Proposition 2.14, in a way similar to (3.6), we see

that∥Vε∥Lr (B3R(0)) is bounded for anyr ∈ [1,∞) asε ↓ 0. Therefore, using the regularity theory
for the equation (3.22), we see that∥Vε∥W2,r (B2R(0)) is bounded. From the Sobolev imbedding
theorem and the interior Schauder estimate,Vε is bounded inC2,β(BR(0)). By using the Ascoli-
Arzelà theorem, there exists{ε(R)

jk
}k∈N ⊂ {ε j} andVr ∈ C2(BR(0)) such that

Vε(R)
jk

→ Vr in C2(BR(0)) ask→ ∞.

Then, taking a sequence{Rk} with Rk ↑ ∞ and applying the diagonal argument, we obtain that a
subsequence{Vε jk

} converges toV0 ∈ C2(Rn) in C2
loc(R

n). From (3.21),V0 satisfies

(3.23)

∑
1≤k,l≤n−1
or k=l=n

αkl(VT (P0))
∂2V0

∂zk∂zl

− a(P0)V0 + b(P0)
{
(um(P0) + V0)

p − um(P0)
p} = 0 inRn.

Here, by (3.14),

(3.24)
αkl(VT (P0)) =



n∑
i, j=1

(D(VT )(P0))kiai j (P0)(D(VT )(P0))l j

for 1 ≤ k, l ≤ n− 1 ork = l = n,

0 for 1 ≤ k ≤ n− 1, l = n

= (D(VT )(P0)AP0
tD(VT )(P0))kl

where we note that

D(VT )(P0) =
1

ann(P0)

 ann(P0)δi j −ain(P0)

0 1


by virtue of p= −en, µ = −AP0en, p · µ = ann(P0) at x = P0, and (3.11).

Step 5: Limit of the energy cε/εn. Let

w(y) :=

{
b(P0)
a(P0)

}1/(p−1)

V0(z) with y :=
√

a(P0)
√

D−1
P0

BP0D(SU)(O)z

whereD(SU)(O) = (D(VT )(P0))−1. Then, since

∂

∂zk
=

√
a(P0)

n∑
m=1

(√
D−1

P0
BP0D(SU)(O)

)
mk

∂

∂ym
,

we obtain by (3.23) and (3.24) that∑
1≤k,l≤n−1
or k=l=n

αkl(VT (P0))
∂2

∂zk∂zl
=

n∑
k,l=1

(D(VT )(P0)AP0
tD(VT )(P0))kl

∂2

∂zk∂zl

=
√

a(P0)
2

n∑
m,m′=1

(√
D−1

P0
BP0AP0

tBP0

√
D−1

P0

)
mm′

∂2

∂ym∂ym′
= a(P0)

n∑
m,m′=1

δmm′
∂2

∂ym∂ym′

= a(P0)∆y.
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Therefore, by substitutingV0(z) = (a(P0)/b(P0))1/(p−1)w(y) in (3.23), we see thatw satisfies

∆w− w+ {(γ0(P0) + w)p − γ0(P0)
p} = 0 inRn

where it is to be noted thatγ0(P0) = (b(P0)/a(P0))1/(p−1)um(P0). Moreover, in a way similar to
the latter half of the proof of Case (I), we have maxV0(z) > 0. In addition, since∥Vε j∥Lr (B3R(0))

is bounded by a constantC1/r
r independent ofR, we obtain that∥V0∥Lr (Rn) is bounded for any

r ∈ [1,∞). Thus, we see thatw → 0 as |y| → ∞ becauseV0 → 0 as |z| → ∞. Hence,
w = wγ0(P0) holds by the uniqueness of solutions of (GS-γ). Using these results and noting that
V0(z) = limε↓0 φ(Q′ε + εz

′, |Qε,n + εzn|), Qε → O, and|det(D(SU)(Qε + εz))| = ann(P0)+ o(ε) as
ε ↓ 0, we then obtain thatV0(z) = V0(z′, |zn|) and the energycε/εn of vε converges to

(3.25)

ann(P0)
2

1
2

∫
Rn

{ n∑
k,l=1

(D(VT )(P0)AP0
tD(VT )(P0))kl

∂V0

∂zk

∂V0

∂zl
+ a(P0)V

2
0

}
dz

− 1
p+ 1

∫
Rn

b(P0){(um(P0) + V0)
p+1 − um(P0)

p+1 − (p+ 1)um(P0)
pV0}dz

]
.

Recall that we lety =
√

a(P0)
√

D−1
P0

BP0D(SU)(O)z. Then, byD(SU)(O) = D(VT )(P0)−1, it

holds that

dz= det
( √

a(P0)
−1D(VT )(P0)

tBP0

√
DP0

)
dy=

a(P0)−n/2(detAP0)
1/2

ann(P0)
.

Therefore, (3.25) becomes

ann(P0)
2

a(P0)−n/2(detAP0)
1/2

ann(P0)

×
a(P0)

2

(
a(P0)
b(P0)

)2/(p−1) ∫
Rn

(|∇w|2 + w2) dy

−b(P0)
p+ 1

(
a(P0)
b(P0)

)(p+1)/(p−1) ∫
Rn

{
(γ0(P0) + w)p+1 − γ0(P0)

p+1 − (p+ 1)γ0(P0)
p−1w

}
dy


=

a(P0)1−n/2(detAP0)
1/2

2

(
a(P0)
b(P0)

)2/(p−1)

Iδ(P0;R
n) =

1
2
Φ(P0)Iδ(P0;R

n).

Finally, we verify thatvε(Pε + εq) converges to (a(P0)/b(P0))1/(p−1)wγ0(P0)(
√

a(P0)
√

DP0
−1BP0q)

in C2(K ∩ Rn
+) whereK is a compact set inRn. Let P0 = 0 and rotate the coordinate system so

thatν(P0) = −en = (0, . . . ,0,−1). We also letq ∈ BR(0) (= K) for anyR> 0. From the relation
of y andz, it follows that

y =
√

a(P0)
√

D−1
P0

BP0D(SU)(O)z=
√

a(P0)
√

D−1
P0

BP0D(SU)(O)
ζ − Qε

ε

=
√

a(P0)
√

D−1
P0

BP0D(SU)(O)
VT (Pε + εq) −VT (Pε)

ε

=
√

a(P0)
√

D−1
P0

BP0D(SU)(O)
1
ε

(
D(VT )(P0)

(
εq

)
+O(ε2)

)
=

√
a(P0)

√
D−1

P0
BP0q+O(ε).
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Hence, for anyq ∈ Rn
+ ∩ BR(0) andR> 0, it holds that

vε(Pε + εq) =

(
a(P0)
b(P0)

) 1
p−1

wγ0(P0)

( √
a(P0)

√
D−1

P0
BP0q+O(ε)

)
+ o(1)

=

(
a(P0)
b(P0)

) 1
p−1

wγ0(P0)

( √
a(P0)

√
D−1

P0
BP0q

)
+ o(1) asε ↓ 0.

Thus,vε(Pε + εq) → (a(P0)/b(P0))1/(p−1)wγ0(P0)(
√

a(P0)
√

D−1
P0

BP0q) in C2(Rn
+ ∩ BR(0)). Since

R> 0 is arbitrary, we see that

vε(Pε + εq)→
(
a(P0)
b(P0)

) 1
p−1

wγ0(P0)

( √
a(P0)

√
D−1

P0
BP0q

)
in C2(K ∩ Rn

+) asε ↓ 0.

q.e.d.

By Proposition 3.1, we know the limit of the energycε j/ε
n
j asε j ↓ 0:

Proposition 3.3. Let P0 ∈ Ω be a concentration point of a family{uε}ε>0 of ground-state solu-
tions. Then, there exists a sequence{ε j} j∈N tending to zero as j→ ∞ such that

lim
j→∞

Iε j (vε j )

εn
j

=


Φ(P0)I(γ0(P0);R

n) if P0 ∈ Ω,
1
2
Φ(P0)I(γ0(P0);R

n) if P0 ∈ ∂Ω

where vε j = uε j − um,ε j and

I(γ0(P0);R
n)

=
1
2

∫
Rn

(|∇w|2 + w2) dy− 1
p+ 1

∫
Rn

{
(γ0(P0) + w)p+1 − γ0(P0)

p+1 − (p+ 1)γ0(P0)
pw

}
dy

with w= wγ0(P0).
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Chapter 4

Point concentration for ground-state solutions

In this section, we prove Theorems 1.3 and 1.5 stated in Section 1.4.

Proof of Theorem1.3. First we verify that any ground-state solutionuε has exactly one local
maximum point onΩ, provided thatε > 0 is sufficiently small. Assume that there exists a
sequence{ε j} such thatε j ↓ 0 anduε j attains local maxima at two distinct pointsPε j andQε j .

We may assume thatPε j → P0 ∈ Ω andQε j → Q0 ∈ Ω as j → ∞. Then by Proposition 3.1,
vε j = uε j − um,ε j is approximated by

vε j

(
Pε j + ε jz

)
=

{
a(P0)
b(P0)

}1/(p−1)

wγ0(P0)

( √
a(P0)

√
D−1

P0
BP0z

)
+ o(1)

and

vε j

(
Qε j + ε jz

)
=

{
a(Q0)
b(Q0)

}1/(p−1)

wγ0(Q0)

( √
a(Q0)

√
D−1

Q0
BQ0z

)
+ o(1)

in C2
loc(R

n) at the same time. Therefore,

cε j

εn
j

> Φ(P0)Iδ(P0; RP0) + Φ(Q0)Iδ(Q0; RQ0) + o(1),

so that
lim inf

j→∞

cε j

εn
j

≥ Φ(P0)Iδ(P0; RP0) + Φ(Q0)Iδ(Q0; RQ0).

Then by Proposition 2.12 we obtain

Φ(P0)Iδ(P0; RP0) + Φ(Q0)Iδ(Q0; RQ0) + o(1)

≤ min

{
min
Q∈Ω
Φ(Q)Iδ(Q;Rn),

1
2

min
Q∈∂Ω
Φ(Q)Iδ(Q;Rn)

}
≤ min

{
Φ(P0)Iδ(P0; RP0),Φ(Q0)Iδ(Q0; RQ0)

}
.

This is clearly a contradiction. Hence,uε has at most one local maximum point. Since it is
continuous onΩ, it must have a maximum point inΩ. Therefore,uε has exactly one local
maximum point, hence the maximum point.
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We now proceed to the proof of assertions (a) and (b). From Propositions 2.12 and 3.3, we
know that

Λ(P0) if P0 ∈ Ω
1
2
Λ(P0) if P0 ∈ ∂Ω

 ≤ min

{
min
Q∈Ω
Λ(Q),

1
2

min
Q∈∂Ω
Λ(Q)

}
.

Therefore, ifP0 ∈ Ω, thenP0 must be a minimum point ofΛ overΩ, while if P0 ∈ ∂Ω, then
it is necessarily a minimum point ofΛ over∂Ω. Hence, it suffices to know whetherP0 ∈ Ω or
P0 ∈ ∂Ω.

(i) Suppose that min∂ΩΛ(Q) < 2 minΩ Λ(Q). If P0 ∈ Ω, then

Λ(P0) ≤ min

{
min
Q∈Ω
Λ(Q),

1
2

min
Q∈∂Ω
Λ(Q)

}
=

1
2

min
Q∈∂Ω
Λ(Q) < min

Q∈Ω
Λ(Q),

which is a contradiction. Therefore,P0 ∈ ∂Ω, and it is a minimum point ofΛ over∂Ω.
(ii) Suppose that 2 minΩ Λ(Q) < min∂ΩΛ(Q). If P0 ∈ ∂Ω, then

1
2
Λ(P0) ≤ min

{
min
Q∈Ω
Λ(Q),

1
2

min
Q∈∂Ω
Λ(Q)

}
= min

Q∈Ω
Λ(Q) <

1
2

min
Q∈∂Ω
Λ(Q),

and this is a contradiction. Therefore,P0 ∈ Ω, and it is a minimum point ofΛ overΩ. q.e.d.

To prove Theorem 1.5, we investigate the dependence ofI(γ0(Q);Rn) on δ ≥ 0 sufficiently
small.

Proposition 4.1. The functionI(γ0(Q);Rn) belongs to C2(Ω) and

max
1≤ j≤n

∥∥∥∥∥∥ ∂

∂Q j
I(γ0(Q))

∥∥∥∥∥∥
L∞(Ω)

= O(δ), max
1≤i, j≤n

∥∥∥∥∥∥ ∂2

∂Qi∂Q j
I(γ0(Q))

∥∥∥∥∥∥
L∞(Ω)

= O(δ) asδ ↓ 0,

whereI(γ0(Q)) = I(γ0(Q);Rn). Moreover,

(4.1) I(γ0(Q)) = I0 − γ0(Q)

{∫
Rn

w0 dy+ o(1)

}
with I0 =

(
1
2
− 1

p+ 1

) ∫
Rn

wp+1
0 dy,

where w0 is the unique positive solution of∆w− w+ wp = 0 in Rn satisfyinglim |y|→∞w(y) = 0
and w(0) = maxy∈Rn w(y).

Proof. First, we prove∥(∂/∂Q j)I(γ0(Q))∥L∞(Ω) = O(δ). We show thatwγ is aC1-function with
respect toγ. Let us compute the derivative ofI (γ):

dI
dγ

(γ) =
d
dγ

[
1
2
∥wγ∥2W1,2(Rn) −

1
p+ 1

∫
Rn

{
(γ + wγ)

p+1 − γp+1 − (p+ 1)γpwγ

}
dy

]
=

⟨
wγ,

∂wγ

∂γ

⟩
W1,2(Rn)

−
∫
Rn

{
(γ + wγ)

p
(
1+

∂wγ

∂γ

)
− γp − pγp−1wγ − γp∂wγ

∂γ

}
dy.

However, sincewγ satisfies∆w− w+ (γ + w)p − γp = 0 inRn and lim|y|→∞w(y) = 0, we have⟨
wγ,

∂wγ

∂γ

⟩
W1,2(Rn)

=

∫
Rn

{
(γ + wγ)

p − γp
} ∂wγ

∂γ
dy,

∫
Rn

{
(γ + wγ)

p − γp
}
dy=

∫
Rn

wγ dy.
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From these two identities we obtain

dI
dγ

(γ) =
∫
Rn

[{
(γ + wγ)

p − γp
} ∂wγ

∂γ
− (γ + wγ)

p
(
1+

∂wγ

∂γ

)
+ γp∂wγ

∂γ
+ γp + pγp−1wγ

]
dy

= −
∫
Rn

{
(γ + wγ)

p − γp − pγp−1wγ

}
dy= −

∫
Rn

{
wγ − pγp−1wγ

}
dy

= −(1− pγp−1)
∫
Rn

wγ dy.

Hence,

(4.2)
∂

∂Q j
I(γ0(Q)) = −

(
1− pγ0(Q)p−1

) ∂γ0

∂Q j
(Q)

∫
Rn

wγ0(Q) dy.

From (∂γ0/∂Qj) = O(δ), we obtain∥(∂/∂Q j)I(γ0(Q))∥L∞(Ω) = O(δ).
Next, we prove∥(∂2/∂Qi∂Q j)I(γ0(Q))∥L∞(Ω) = O(δ). By (4.2) and partial differentiabil-

ity of wγ0(Q) with respect toQ, it suffices to prove only the partial differentiability of (1−
pγ0(Q)p−1)(∂γ0/∂Q j) with respect toQ. In particular, we note that (1− pγ0(Q)p−1)(∂γ0/∂Q j) is
differentiable even whenp < 2. Indeed, from the algebraic equation forum(Q) and the definition
of γ0(Q), we see thatγ0(Q) satisfies the following equation inΩ:

−γ0(Q) + γ0(Q)p + δσ(Q)a(Q)−p/(p−1)b(Q)1/(p−1) = 0.

Differentiating this equation byQ j, we have

(4.3) −
(
1− pγ0(Q)p−1

) ∂γ0

∂Q j
+ δ

∂

∂Q j

(
σ(Q)a(Q)−p/(p−1)b(Q)1/(p−1)

)
= 0.

Sincea, b, σ ∈ C2(Ω) anda(Q) is strictly positive, we see thatσ(Q)a(Q)−p/(p−1)b(Q)1/(p−1) is a
C2-function onΩ. Hence, by (4.3), we obtain that (1− pγ0(Q)p−1)(∂γ0/∂Q j) is differentiable on
Ω, and it holds that

(4.4) − ∂

∂Qi

{(
1− pγ0(Q)p−1

) ∂γ0

∂Qj
(Q)

}
= −δ ∂2

∂Qi∂Q j

(
σ(Q)a(Q)−p/(p−1)b(Q)1/(p−1)

)
.

Therefore, we have (∂/∂Qi){(1− pγ0(Q)p−1)(∂γ0/∂Q j)} = O(δ). Noting (∂γ0/∂Q j) = O(δ), we
see that (1− pγ0(Q)p−1)(∂γ0/∂Q j) = O(δ), so that∥(∂2/∂Qi∂Q j)I(γ0(Q))∥L∞(Ω) = O(δ). q.e.d.

Proof of Theorem 1.5. First, we investigate whetherP0 ∈ Ω or P0 ∈ ∂Ω. By (4.1) andγ0(Q) =
O(δ) uniformly in Q, we see thatΛ(Q) = Φ(Q)I0 −O(δ) holds uniformly inQ ∈ Ω.

(I): Suppose minQ∈∂ΩΦ(Q) < 2 minQ∈Ω Φ(Q). SinceI0 is a constant andδ ≥ 0 is small,

min
Q∈∂Ω
Λ(Q) ≤ min

Q∈∂Ω
Φ(Q)I0 < 2 min

Q∈Ω

{
Φ(Q)I0

} −O(δ) ≤ 2 min
Q∈Ω
Λ(Q).

Hence,P0 ∈ ∂Ω is a minimum point ofΛ(Q) over∂Ω by Theorem 1.3.
(II): Suppose minQ∈∂ΩΦ(Q) > 2 minQ∈Ω Φ(Q). Similarly to (I), we have

min
Q∈∂Ω
Λ(Q) ≥ min

Q∈∂Ω

{
Φ(Q)I0

} −O(δ) > 2 min
Q∈Ω

{
Φ(Q)I0

} ≥ 2 min
Q∈Ω
Λ(Q),
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andP0 ∈ Ω is a minimum point ofΛ(Q) overΩ by Theorem 1.3.
Next, we prove thatP0 must be close to a nondegenerate minimum pointQ0 of Φ(Q).
(I): Let P0 be a minimal point of the locator functionΛ(Q) restricted to∂Ω. As in the

proof of Proposition 3.1, we introduce the coordinate system with the origin atP0, andν(P0) =
−en := (0, . . . , 0,−1). We express the boundary∂Ω nearP0 as a graphxn = ψ(x′). For a
smooth functionf (x) defined onΩ, we denote its restriction on the boundary portion nearP0

by fb(x′) := f (x′, ψ(x′)). Moreover∇′ := ((∂/∂x1), . . . , (∂/∂xn−1)), Hess′ := (∂2/∂xi∂xj)1≤i, j≤n−1.
Hence,

∇′ fb(x′) =
(
∂ f
∂x j

(x′, ψ(x′)) +
∂ f
∂xn

(x′, ψ(x′))
∂ψ

∂xj
(x′)

)
1≤ j≤n−1

.

Recalling thatP0 is a minimum point ofΛb, we obtain∇′Λb(P0) = 0, that is,

0 = ∇′Λb(P0) = I(γ0(P0))∇′Φb(P0) + Φ(P0)∇′(I ◦ γb)(P0),

whereγb(Q) = γ0|∂Ω(Q). From this follows that

(4.5) ∇′Φb(P0) = −
Φ(P0)
I(γ0(P0))

∇′(I ◦ γb)(P0)

by Proposition 4.1, we have

|∇′Φb(P0)| ≤
Φ(P0)

I0 −O(δ)
O(δ) = O(δ).

Suppose thatQ0 is a critical point ofΦb. Since∇′Φb(Q0) = 0, by the mean value theorem, we
see that

∇′Φb(P0) = Hess′Φb(Q0)(P
′
0 − Q′0) + o(1)(P′0 − Q′0).

Substituting this in (4.5) and multiplying by the inverse matrix (Hess′Φb(Q0))−1, we see that

|P′0 − Q′0| =
Φ(P0)

I0

∣∣∣∣(Hess′Φb(P0))
−1∇′(I ◦ γb)(P0)

∣∣∣∣ + o(|P′0 − Q′0|) +O(δ2).

Since (Hess′(Φ(Q)|∂Ω)(P0))−1 is bounded, we obtain|P′0 − Q′0| = O(δ) + o(|P′0 − Q′0|). Hence,
|P′0 − Q′0| = O(δ) is shown. By the Lipschitz continuity ofψ, we see that|P0 − Q0| = O(δ).
Although we assumed thatQ0 is a critical point ofΦ, Q0 is actually a minimum point ofΦ over
∂Ω because ofΛ(P0) = minQ∈∂ΩΦ(Q)I0 −O(δ) = Φ(Q0)I0 −O(δ).

(II): Suppose that all minimum pointsΦ in Ω are nondegenerate. Then the Hesse matrix
Hess(Φ(Q)) is invertible. SinceP0 is the minimum point ofΛ,

(4.6) ∇Φ(P0) = −
Φ(P0)
I(γ0(P0))

∇
(
I(γ0(Q))

)
(P0).

Now, suppose thatQ0 is a critical point ofΦ. We expand∇Φ at Q0 to see that, by∇Φ(Q0) = 0,

∇Φ(P0) = HessΦ(Q0) (P0 − Q0) + o(1)(P0 − Q0).
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Substituting this in (4.6) and multiplying by the inverse matrix (HessΦ(Q0))−1, we obtain

|P0 − Q0| =
Φ(P0)

I0

∣∣∣∣∣(HessΦ(P0)
)−1
∇
(
I(γ0(Q))

)
(P0)

∣∣∣∣∣ + o(|P0 − Q0|) +O(δ2).

Noting that (HessΦ(P0))−1 is bounded thanks toΦ ∈ C2(Ω), we have|P0−Q0| = O(δ)+o(|P0−
Q0|). Hence,|P0 − Q0| = O(δ) is shown. Although we have assumedQ0 to be a critical point
of Φ, Q0 is actually a minimum point ofΦ overΩ sinceΛ(P0) = minQ∈ΩΦ(Q)I0 − O(δ) =
Φ(Q0)I0 −O(δ).

q.e.d.
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Chapter 5

Point concentration and the primary locator
function

In this chapter we study the relation between the primary locator functionΦ(Q) and the location
of a concentration point of a solution exhibiting a point-condensation phenomenon. Here, we
consider any concentrating solutionuε with J(uε) = O(εn), hence,uε may not necessarily be a
ground-state solution.

Let uε be a solution of the Neumann problem (1.13). We note that this equation is the case
ofA = ∆ andδ = 0 inA(x)u− a(x)u+ b(x)up + δσ(x) = 0.

Theorem 1.6 asserts that the condition “∇Φ(P0) = 0” is a necessary condition for a pointP0

to be a concentration point of a family of solutions{uε}0<ε<ε0 of (1.1). This gives us an important
clue when we try to construct solutions concentrating at some point.

The objective of this chapter is to prove Theorem 1.6. The proof relies on Lemma 5.1 below,
which claims that the second term in the asymptotic expansion ofuε in the neighborhood of the
concentration point is of the order ofε whenε→ 0. Since we consider only the case ofP0 ∈ Ω,
there exists a positive constantR such thatB3R(P0) ⊂ Ω. For eachR0 ∈ (0,R), taking any point
Qε ∈ BR0(P0), we have

(5.1) B2R0(Qε) ⊂ B3R(P0) ⋐ Ω.

To prove Theorem 1.6, we would like to approximateuε aroundQε. Hence, we take a cut-off
functionχ ∈ C∞0 (Rn) satisfying 0≤ χ ≤ 1 and

(5.2) χ(ζ) = χ(|ζ |) :=

{
1 (|ζ | ≤ R0),

0 (|ζ | ≥ 2R0)

and put

χ(x− Qε)uε(x) = vQε

( x− Qε

ε

)
+ εϕ

( x− Qε

ε

)
.

HerevQ(z) = (a(Q)/b(Q))1/(p−1)w(y), y = a(Q)1/2z andw is a unique positive solution of the
boundary value problem (GS-0) stated immediately after (1.12). Let ˜uε be a function inRn

which we extenduε by puttinguε = 0 outsideΩ. In what follows, we denote ˜uε by the same
symboluε. Note thatχ(x − Qε)uε(x) = 0 on |x − Qε| ≥ 2R0 by (5.2). Hence,χ(· − Qε)uε is a
C2-function inRn from (5.1) andχ(· − Qε)uε = 0 onRn \ B2R0(Qε).

To have an approximation ofχ(· − Qε)uε, we need to prove the boundedness ofϕ:
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Lemma 5.1. Assume that for any R0 > 0, χ(x−Qε)uε(x) decays exponentially as|(x−Qε)/ε| →
∞. If εϕ((x − Qε)/ε) converges to zero in W2,r(Ω) and C2

loc(Ω) asε ↓ 0, thenϕ((x − Qε)/ε) is
bounded in W1,2(Ω) asε ↓ 0.

To simplify the notation we writeQ instead ofQε.

Proof. Puttingz := (x− Q)/ε, we have

χ(εz)uε(Q+ εz) = vQ(z) + εϕ(z).

By the definitions ofvQ andw, vQ is a unique positive solution of the boundary value problem∆vQ − a(Q)vQ + b(Q)vp
Q = 0 in Rn,

lim
|z|→∞

vQ(z) = 0, vQ(0) = max
z∈Rn

vQ(z).

Since w(y) = w(|y|), w decays exponentially as|y| → ∞, and y = a(Q)1/2z, we see that
vQ(z) = vQ(|z|) and vQ decays exponentially as|z| → ∞. Moreover, sinceχ(εz)uε(Q + εz)
decays exponentially as|z| → ∞ by the assumption, there exist positive constantsr0, C1 andC2

such that
|χ(εz)uε(Q+ εz)| + |vQ(z)| ≤ C1e

−2C2|z| for all |z| > r0.

If we take a sufficiently smallε > 0 again satisfyingR0/ε > r0, then we obtain

ε|ϕ(z)| = |χ(εz)uε(Q+ εz) − vQ(z)| ≤ C1e
−2C2R0/ε for all |z| ≥ R0/ε.

Sincee−C2R0/ε ≤ ε is satisfied by takingε > 0 even smaller, it holds that

|ϕ(z)| ≤ C1e
−C2R0/ε for all |z| ≥ R0/ε.

Now, we derive an equation thatϕ satisfies. First, we calculate∆z(χ(εz)uε(Q+ εz)):

∆z
(
χ(εz)uε(Q+ εz)

)
= ε2∆uε(Q+ εz)χ(εz) + 2ε2∇χ(εz) · ∇uε(Q+ εz) + ε

2uε(Q+ εz)∆χ(εz)

= χ(εz)
{
a(Q+ εz)uε(Q+ εz) − b(Q+ εz)uε(Q+ εz)

p
}

+ ε2
{
2∇uε(Q+ εz) · ∇χ(εz) + uε(Q+ εz)∆χ(εz)

}
= a(Q+ εz)(vQ + εϕ) − b(Q+ εz)(vQ + εϕ)p

− b(Q+ εz)χ(εz)
(
1− χ(εz)p−1)uε(Q+ εz)p

+ ε2
{
2∇uε(Q+ εz) · ∇χ(εz) + uε(Q+ εz)∆χ(εz)

}
.

Putting

(5.3)
E(χ(εz)) := − b(Q+ εz)χ(εz)

(
1− χ(εz)p−1)uε(Q+ εz)p

+ ε2
{
2∇uε(Q+ εz) · ∇χ(εz) + uε(Q+ εz)∆χ(εz)

}
,

and noting∆z(χ(εz)uε(Q+ εz)) = ∆vQ + ε∆ϕ, we get that

∆vQ + ε∆ϕ − a(Q+ εz)(vQ + εϕ) + b(Q+ εz)(vQ + εϕ)p + E(χ(εz)) = 0.
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Note thatE(χ(εz)) = O(e−C2R0/ε) sinceE(χ(εz)) = 0 on |z| ≤ R0/ε from (5.2) and (5.3). More-
over, from∆vQ − a(Q)vQ + b(Q)vp

Q = 0 inRn, the last equation becomes

(5.4) a(Q)vQ − b(Q)vp
Q + ε∆ϕ − a(Q+ εz)(vQ + εϕ) + b(Q+ εz)(vQ + εϕ)p +O(e−C2R0/ε) = 0.

In deriving the equation above, we have computed as follows:

ε∆ϕ − a(Q+ εz)εϕ

− (a(Q+ εz) − a(Q))vQ − b(Q)vp
Q + b(Q+ εz)(vQ + εϕ)p +O(e−C2R0/ε) = 0,

ε∆ϕ − a(Q)εϕ + pb(Q)vp−1
Q εϕ − (a(Q+ εz) − a(Q))εϕ − pb(Q)vp−1

Q εϕ

− (a(Q+ εz) − a(Q))vQ − b(Q)vp
Q + b(Q+ εz)

{
vp

Q + pvp−1
Q εϕ

}
+ b(Q+ εz)

{
(vQ + εϕ)p − vp

Q − pvp−1
Q εϕ

}
+O(e−C2R0/ε) = 0,

ε∆ϕ − a(Q)εϕ + pb(Q)vp−1
Q εϕ

+
{
−(a(Q+ εz) − a(Q)) + (b(Q+ εz) − b(Q))pvp−1

Q

}
εϕ

+
{
−(a(Q+ εz) − a(Q)) + (b(Q+ εz) − b(Q))vp−1

Q

}
vQ

+ b(Q+ εz)
{
(vQ + εϕ)p − vp

Q − pvp−1
Q εϕ

}
+O(e−C2R0/ε) = 0.

Dividing (5.4) byε, we see thatϕ satisfies

∆ϕ − a(Q)ϕ + pb(Q)vp−1
Q ϕ + f εϕ + gvQ + h(ϕ) = 0,

where

f (z) := −a(Q+ εz) − a(Q)
ε

+
b(Q+ εz) − b(Q)

ε
pvp−1

Q ,

g(z) := −a(Q+ εz) − a(Q)
ε

+
b(Q+ εz) − b(Q)

ε
vp−1

Q +O(e−C2R0/ε),

h(ϕ(z)) := b(Q+ εz)
1
ε

{
(vQ + εϕ)p − vp

Q − pvp−1
Q εϕ

}
.

Next, we prove the boundedness of∥ϕ∥W1,2(Rn) by using that off andg asε ↓ 0. If this
assertion is proved, then we see that the principal term ofuε(Q+ εz) is vQ and the second term
of uε(Q+ εz) is of the order ofε. Let

LQ := ∆ − a(Q) + pb(Q)vp−1
Q .

Then the equation forϕ is written as

(5.5) LQϕ + f εϕ + gvQ + h(ϕ) = 0.

From εϕ = χ(εz)uε(Q + εz) − vQ(z), for ε > 0 fixed, ϕ is a C2-function in Rn. Then, we
decomposeϕ as follows:

(5.6) ϕ = β0vQ +

n∑
l=1

βl
∂vQ

∂zl
+ ψ.
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Here,β0, βl, andψ in (5.6) satisfy

(5.7)
β0 = ⟨ϕ, vQ⟩W1,2∥vQ∥−2

W1,2, βl =

⟨
ϕ,
∂vQ

∂zl

⟩
W1,2

∥∥∥∥∥∂vQ

∂zl

∥∥∥∥∥−2

W1,2
,

ψ ∈ E :=

{
ψ ∈W1,2(Rn)

∣∣∣∣∣ ⟨ψ, vQ⟩W1,2 =

⟨
ψ,
∂vQ

∂zk

⟩
W1,2
= 0, k = 1, . . . , n

}
where⟨u, v⟩W1,2 :=

∫
Rn{∇u · ∇v + a(Q)uv} dz and∥u∥W1,2 = (⟨u, u⟩W1,2)1/2. From (5.6) and the

boundedness ofvQ and (∂vQ/∂zl), asε ↓ 0, if β0, βl and∥ψ∥W1,2 are bounded, thenϕ is bounded.
Therefore, the proof reduces to showing the boundedness ofβ0, βl, and∥ψ∥W1,2.

By taking theL2(Rn)-inner product between (5.5) andvQ, we have

(LQϕ, vQ)L2 + ( f εϕ, vQ)L2 + (gvQ, vQ)L2 + (h(ϕ), vQ)L2 = 0.

Let us calculate (LQϕ, vQ)L2. SinceLQ is a self-adjoint operator onL2(Rn), recallingLQvQ =

(p− 1)b(Q)vp
Q, (5.6), andvQ(z) = vQ(|z|), we get(

LQϕ, vQ
)
L2 =

(
ϕ, LQvQ

)
L2 =

(
ϕ, (p− 1)b(Q)vp

Q

)
L2 = (p− 1)b(Q)

(
ϕ, vp

Q

)
L2

= (p− 1)b(Q)

{
β0

∫
Rn

vp+1
Q dz+

n∑
l=1

βl

∫
Rn

vp
Q

∂vQ

∂zl
dz+

∫
Rn

vp
Qψdz

}
= β0(p− 1)b(Q)

∫
Rn

vp+1
Q dz+ (p− 1)

∫
Rn

b(Q)vp
Qψdz.

Now, byψ ∈ E, we have
∫
Rn b(Q)vp

Qψdz=
∫
Rn(∆vQ − a(Q)vQ)ψdz= ⟨vQ, ψ⟩W1,2 = 0 , so that

(LQϕ, vQ)L2 = β0(p− 1)b(Q)
∫
Rn

vp+1
Q dz.

Therefore, we obtain

(5.8) β0(p− 1)b(Q)
∫
Rn

vp+1
Q dz+ (h(ϕ), vQ)L2 = −( f εϕ, vQ)L2 − (gvQ, vQ)L2.

Note that (h(ϕ), vQ)L2 is estimated as

|(h(ϕ), vQ)L2| =
∣∣∣∣∣∫
Rn

pb(Q+ εz)
{
(vQ + θεϕ)p−1 − vp−1

Q

}
ϕvQ dz

∣∣∣∣∣ ( for someθ ∈ (0,1))

≤ p∥b∥L∞(Rn)

∥∥∥∥{(vQ + θεϕ)p−1 − vp−1
Q

}
vQ

∥∥∥∥
L(p+1)/p(Rn)

∥ϕ∥Lp+1(Rn).

Since we assume thatεϕ converges to zero asε ↓ 0 in W2,r(Rn), it follows that

|(h(ϕ), vQ)L2| = o(1)∥ϕ∥Lp+1(Rn) asε ↓ 0.

Therefore,|(h(ϕ), vQ)L2| = o(1)∥ϕ∥W1,2(Rn) asε ↓ 0 by the Sobolev inequality. Moreover, from
(5.6) and definition of⟨·, ·⟩W1,2, we have

∥ϕ∥2W1,2 = β
2
0∥vQ∥2W1,2 +

n∑
l=1

β2
l

∥∥∥∥∥∂vQ

∂zl

∥∥∥∥∥2

W1,2
+ ∥ψ∥2W1,2.
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By these observations and (5.8), we obtain

|β0|(p− 1)b(Q)
∫
Rn

vp+1
Q dz− o(1)

{
β2

0∥vQ∥2W1,2 +

n∑
l=1

β2
l

∥∥∥∥∥∂vQ

∂zl

∥∥∥∥∥2

W1,2
+ ∥ψ∥2W1,2

}1/2

≤
(
∥ f εϕ∥L2 + ∥gvQ∥L2

)
∥vQ∥L2 asε ↓ 0.

Clearly, since{
β2

0∥vQ∥2W1,2 +

n∑
l=1

β2
l

∥∥∥∥∥∂vQ

∂zl

∥∥∥∥∥2

W1,2
+ ∥ψ∥2W1,2

}1/2

≤ |β0|∥vQ∥W1,2 +

n∑
l=1

|βl |
∥∥∥∥∥∂vQ

∂zl

∥∥∥∥∥
W1,2
+ ∥ψ∥W1,2,

it follows that

|β0|
{

(p− 1)b(Q)
∫
Rn

vp+1
Q dz− o(1)∥vQ∥W1,2

}
≤ (∥ f εϕ∥L2 + ∥g∥L2

)∥vQ∥L2 + o(1)

( n∑
l=1

|βl |
∥∥∥∥∥∂vQ

∂zl

∥∥∥∥∥
W1,2
+ ∥ψ∥W1,2

)
asε ↓ 0.

We note that (∥ f εϕ∥L2 + ∥g∥L2)∥vQ∥L2 and∥(∂vQ/∂zl)∥W1,2 are bounded, so that we have

(5.9) |β0| ≤ C3 + o(1)

( n∑
l=1

|βl | + ∥ψ∥W1,2

)
asε ↓ 0.

Next, by taking the inner product inL2(Rn) between (5.5) andψ, we have

(5.10) (LQϕ, ψ)L2 + ( f εϕ, ψ)L2 + (gvQ, ψ)L2 + (h(ϕ), ψ)L2 = 0.

Note that (b(Q)vp
Q, ψ)L2 = 0 and

LQϕ = LQ

(
β0vQ +

n∑
l=1

βl
∂vQ

∂zl
+ ψ

)
= (p− 1)β0b(Q)vp

Q + LQψ.

Therefore, we see that

(LQϕ, ψ)L2 = (β0(p− 1)b(Q)p + Lψ, ψ)L2 = β0(p− 1)b(Q)(vp
Q, ψ)L2 + (Lψ, ψ)L2

= (Lψ, ψ)L2.

Hence, we have
(LQψ, ψ)L2 + (h(ϕ), ψ)L2 + ( f εϕ + gvQ, ψ)L2 = 0.

Here, we divide (h(ϕ), ψ)L2 into two integrals as follows:

(5.11)

(h(ϕ), ψ)L2 =

∫
Rn

pb(Q+ εz)
{
(vQ + θεϕ)p−1 − vp−1

Q

}
ϕψ dz ( for someθ ∈ (0,1))

=

∫
Rn

pb(Q+ εz)
{
(vQ + θεϕ)p−1 − vp−1

Q

}
(ψ + ϕ − ψ)ψdz

=

∫
Rn

pb(Q+ εz)
{
(vQ + θεϕ)p−1 − vp−1

Q

}
ψ2 dz

+

∫
Rn

pb(Q+ εz)
{
(vQ + θεϕ)p−1 − vp−1

Q

}(
β0vQ +

n∑
l=1

βl
∂vQ

∂zl

)
ψdz.
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Substituting (5.11) in (5.10), we find

(LQψ, ψ)L2 +

∫
Rn

pb(Q+ εz)
{
(vQ + θεϕ)p−1 − vp−1

Q

}
ψ2 dz

+

∫
Rn

pb(Q+ εz)
{
(vQ + θεϕ)p−1 − vp−1

Q

}(
β0vQ +

n∑
l=1

βl
∂vQ

∂zl

)
ψdz

+
(
f εϕ + gvQ, ψ

)
L2 = 0.

By Hölder’s inequality, we have the following inequality:

(−LQψ, ψ)L2 − p∥b∥L∞
∥∥∥∥(vQ + θεϕ)p−1 − vp−1

Q

∥∥∥∥
L(p+1)/(p−1)

∥ψ2∥L(p+1)/2

≤ p∥b∥L∞
∥∥∥∥(vQ + θεϕ)p−1 − vp−1

Q

∥∥∥∥
L(p+1)/(p−1)

(
∥β0vQ∥Lp+1 +

n∑
l=1

∥∥∥∥∥βl
∂vQ

∂zl

∥∥∥∥∥
Lp+1

)
∥ψ∥Lp+1

+
(∥ f εϕ∥L2 + ∥gvQ∥L2

)∥ψ∥L2.

By ∥ψ2∥L(p+1)/2 = ∥ψ∥2
Lp+1 and using the Sobolev inequality,

(−LQψ, ψ)L2 −CS,pp∥b∥L∞
∥∥∥∥(vQ + θεϕ)p−1 − vp−1

Q

∥∥∥∥
L(p+1)/(p−1)

∥ψ∥2W1,2

≤ CS,pp∥b∥L∞
∥∥∥∥(vQ + θεϕ)p−1 − vp−1

Q

∥∥∥∥
L(p+1)/(p−1)

(
|β0| +

n∑
l=1

|βl |
)
∥ψ∥W1,2

+
(∥ f εϕ∥L2 + ∥gvQ∥L2

)∥ψ∥W1,2

whereCS,p is the Sobolev imbedding constant forW1,2(Rn) ↪→ Lp+1(Rn). On the other hand,
when we defineQ(u, v) := (−LQu, v)L2 for any u, v ∈ E ⊂ W1,2(Rn), thenQ is a bounded,
coercive bilinear form onE (see Appendix B). Hence there exists a constantc0 > 0 such that
c0∥ψ∥2W1,2 ≤ (−LQψ, ψ)L2. Since we assumeεϕ→ 0 in W2,r(Rn) asε ↓ 0,

{
c0 − o(1)

}∥ψ∥2W1,2 ≤
o(1)

(
|β0| +

n∑
l=1

|βl |
)
+ ∥ f εϕ∥L2 + ∥gvQ∥L2

 ∥ψ∥W1,2 asε ↓ 0.

Sincec0 − o(1) > 0 asε ↓ 0, dividing the above inequality by{c0 − o(1)}∥ψ∥W1,2, we see that

∥ψ∥W1,2 ≤ o(1)

(
|β0| +

n∑
l=1

|βl |
)
+ ∥ f εϕ∥L2 + ∥gvQ∥L2 asε ↓ 0.

Moreover, by using (5.9) for|β0| in the right-hand side, we obtain

∥ψ∥W1,2 ≤ o(1)C3 + o(1)

( n∑
l=1

|βl | + ∥ψ∥W1,2

)
+ o(1)

n∑
l=1

|βl | + ∥ f εϕ∥L2 + ∥gvQ∥L2 asε ↓ 0.

Hence, we conclude that

(5.12) ∥ψ∥W1,2 ≤ C4 + o(1)
n∑

l=1

|βl | asε ↓ 0,
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where∥ f εϕ∥L2 = o(1) asε ↓ 0 and∥gvQ∥L2 is bounded. We use (5.12) to estimate∥ψ∥W1,2 in
(5.9), so that (5.9) yields follows:

(5.13) |β0| ≤ C6 + o(1)
n∑

l=1

|βl | asε ↓ 0.

Therefore, if|βk| is bounded for allk = 1, . . . ,n, then the boundedness of∥ϕ∥W1,2 is proved by
(5.6).

Now, we turn to the proof of the boundedness of|βk| for all k = 1, . . . , n. Let |β| := max|βk|,
and assume that|β| is not bounded asε ↓ 0. Then, there exists a sequence{ε j} j∈N with ε j ↓ 0
such that|β| → ∞ as j → ∞. Recall that we putuε(Q+ εz)χ(εz) = vQ(z)+ εϕ(z) and decompose
ϕ as (5.6). Then, it follows that

uε(Q+ εz)χ(εz) = (1+ εβ0)vQ(z) + ε
n∑

l=1

βl
∂vQ

∂zl
(z) + εψ(z).

Differentiating both sides with respect tozk, we see that

ε

{
∂uε
∂xk

(Q+ εz)χ(εz) + uε(Q+ εz)
∂χ

∂zk
(εz)

}
= (1+ εβ0)

∂vQ

∂zk
(z) + ε

n∑
l=1

βl
∂2vQ

∂zk∂zl
(z) + ε

∂ψ

∂zk
(z).

We evaluate this identity atz = 0 and noteχ(0) = 1, (∂χ/∂zk)(0) = 0, and (∂vQ/∂zk)(0) = 0, so
that we have

ε
∂uε
∂xk

(Q) = ε
n∑

l=1

βl
∂2vQ

∂zk∂zl
(0)+ ε

∂ψ

∂zk
(0).

Dividing both sides byε, we obtain

∂uε
∂xk

(Q) =
n∑

l=1

βl
∂2vQ

∂zk∂zl
(0)+

∂ψ

∂zk
(0).

Multiplying this by (βk/|β|2) and summing the resulting identity fromk = 1 tok = n, we obtain

n∑
l=1

βk

|β|2
∂uε
∂xk

(Q) =
n∑

k,l=1

βk

|β|
βl

|β|
∂2vQ

∂zk∂zl
(0)+

n∑
k=1

βk

|β|2
∂ψ

∂zk
(0).

By |β| → ∞ and the boundedness of (∂uε/∂xk)(Q),

n∑
k=1

βk

|β|2
∂uε
∂xk

(Q)→ 0 as j → ∞.

Moreover, by the equation (5.5) ofϕ, we note thatψ satisfies the equationLQψ + β0(p −
1)b(Q)vp

Q + f εϕ + gvQ + h(ϕ) = 0. Then, by (5.12), we see thatψ is a weak solution of the

elliptic equation∆ψ − a(Q)ψ = f̃ for eachε > 0 where− f̃ := pb(Q)vp−1
Q ψ + β0(p− 1)b(Q)vp

Q +
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f εϕ+gvQ+h(ϕ). Since 0≤ |βk|/|β| ≤ 1 is bounded and|β| → ∞ asε ↓ 0, by using (5.12) again,
we have

(5.14)
1
|β| ∥ψ∥W1,2 ≤ C4

|β| + o(1)
n∑

l=1

|βl |
|β| < ∞ as j → ∞.

Therefore,|β|−1∥ f̃ ∥Lq is bounded independent ofε for anyq ∈ [1,∞). Applying the regularity
estimate to the solution|β|−1ψ of the elliptic equation∆(|β|−1ψ)−a(Q)(|β|−1ψ) = |β|−1 f̃ , we have

(5.15)
1
|β| ∥ψ∥W2,q ≤

C′4
|β|

(
∥ f̃ ∥Lq + ∥ψ∥Lq

)
.

Hence,|β|−1ψ is a strong solution of this equation and we obtain that|β|−1∥ψ∥W2,r is bounded as
j → ∞ from (5.15) and the boundedness off̃ andψ proved by (5.14). By using the Sobolev
imbedding theorem forq > n, it holds thatW2,q(Br(0)) ↪→ C1,α(Br(0)) for anyr > 0, that is,
∥u∥C1,α(Br (0)) ≤ CS∥u∥W2,q(Br (0)) for anyu ∈ W2,q(Br(0)) whereCS is a constant. Therefore, since
the estimates of (5.14) and (5.15),∥u∥C1,α(Br (0)) ≤ CS∥u∥W2,q(Br (0)) at u = |β|−1ψ and 1/|β| → 0 as
j → ∞, we see that

1
|β| ∥ψ∥C1(Br (0)) ≤

C′5
|β| + o(1)

n∑
l=1

|βl |
|β| → 0 as j → ∞,

hence
∑n

k=1(βk/|β|2)(∂ψ/∂zk)(0)→ 0 as j → ∞. Moreover, for eachk = 1, . . . ,n from |βk|/|β| ∈
[0,1], max0≤k≤1 |βk|/|β| = 1 , 0, there existsγk ∈ [−1,1] such that

βk

|β| → γk as j → ∞ and max
1≤k≤n

|γk| = 1.

Hence, asj → ∞, we have
∑n

k,l=1 γkγl(∂2vQ/∂zk∂zl)(0) = 0. FromvQ(z) = vQ(|z|) andv′Q(0) = 0,
we calculate (∂2vQ/∂zk∂zl) as follows:

∂2vQ

∂zk∂zl
(z) =

∂

∂zk

{
zl

|z|v
′
Q(|z|)

}
= δkl

v′Q(|z|)
|z| −

zkzl

|z|3 v′Q(|z|) + zkzl

|z|2 v′′Q(|z|)

= δklv
′′
Q(0)+ δkl

{v′Q(|z|) − v′Q(0)

|z| − 0
− v′′Q(0)

}
− zkzl

|z|2

{v′Q(|z|) − v′Q(0)

|z| − 0
− v′′Q(|z|)

}
.

As |z| → 0, we see that (∂2vQ/∂zk∂zl)(0) = δklv′′Q(0). Hence it holds that

|γ|2v′′(0) =
n∑

k,l=1

γkγlδklv
′′(0) = 0

whereγ = (γ1, . . . , γn) and |γ|2 = ∑n
k=1 γ

2
k. Note thatv′′Q(0) < 0 is proved by the assertion

w′′(0) < 0 which is obtained fromw(y) = w(|y|) and (GS-0). However, max|γk| = 1, that is,
γ , 0 andv′′Q(0) < 0 is in contradiction to|γ|2v′′Q(0) = 0. Therefore,|β| = max|βk| is bounded as
ε ↓ 0. Consequently, the boundedness of∥ϕ∥W1,2 is proved by (5.12) and (5.13). q.e.d.
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Proof of Theorem 1.6. First, we assume that (i):Q ∈ BR0(P0), (ii): χ(εz)uε(Q + εz) decays
exponentially as|z| → ∞, and (iii): χ(εz)uε(Q + εz) − vQ(z) =: εϕ → 0 in W2,r(Rn) asε ↓ 0.
Taking the inner product inL2(Rn) between (5.5) and (∂vQ/∂zk), we have(

f εϕ,
∂vQ

∂zk

)
L2
+

(
gvQ,

∂vQ

∂zk

)
L2
+

(
h(ϕ),

∂vQ

∂zk

)
L2
= 0.

Now, we estimate (h(ϕ), (∂vQ/∂zk))L2 and (f εϕ, (∂vQ/∂zk))L2 as follows:∣∣∣∣∣(h(ϕ),
∂vQ

∂zk

)
L2

∣∣∣∣∣ ≤ p∥b∥L∞
∫
Rn

{
(vQ + |εϕ|)p−1 − vp−1

Q

}|ϕ|∣∣∣∣∣∂vQ

∂zk

∣∣∣∣∣ dz

≤ p∥b∥L∞
∥∥∥∥∥{(vQ + |εϕ|)p−1 − vp−1

Q

}∣∣∣∣∂vQ

∂zk

∣∣∣∣∥∥∥∥∥
L(p+1)/p

∥ϕ∥Lp+1

≤ Cp∥b∥L∞∥ϕ∥W1,2 o(1) asε ↓ 0,∣∣∣∣∣( f εϕ,
∂vQ

∂zk

)
L2

∣∣∣∣∣ ≤ ∥ f ∥L∞∥εϕ∥L2

∥∥∥∥∥∂vQ

∂zk

∥∥∥∥∥
L2
= o(1) asε ↓ 0.

Therefore (
gvQ,

∂vQ

∂zk

)
L2
= o(1) asε ↓ 0.

Then, we calculate (gvQ, ∂vQ/∂zk)L2 as follows:

o(1) =
(
gvQ,

∂vQ

∂zk

)
L2

= −
∫
Rn

a(Q+ εz) − a(Q)
ε

vQ
∂vQ

∂zk
dz+

∫
Rn

b(Q+ εz) − b(Q)
ε

vp
Q

∂vQ

∂zk
dz

= −
∫
Rn
∇a(Q) · zvQ

∂vQ

∂zk
dz+

∫
Rn
∇b(Q) · zvp

Q

∂vQ

∂zk
dz+O(ε).

Now suppose thatQε → Q asε ↓ 0. Then in the limit ofε ↓ 0,

−
∫
Rn
∇a(Q) · zvQ

∂vQ

∂zk
dz+

∫
Rn
∇b(Q) · zvp

Q

∂vQ

∂zk
dz= 0.

Since (∂vQ/∂zk) is an odd function with respect tozk, we obtain

− ∂a
∂xk

(Q)
∫
Rn

zkvQ
∂vQ

∂zk
dz+

∂b
∂xk

(Q)
∫
Rn

zkv
p
Q

∂vQ

∂zk
dz= 0.

Now, for r = 2, p+ 1, we have∫
Rn

zkv
r
Q

∂vQ

∂zk
dz=

∫
Rn−1

{[ 1
r + 1

vr+1
Q zk

]zk=∞

zk=−∞
− 1

r + 1

∫
R

vr+1
Q dzk

}
dz′

= − 1
r + 1

∫
Rn

vr+1
Q dz.

We therefore see that

(5.16)
1
2
∂a
∂xk

(Q)
∫
Rn

v2
Q dz− 1

p+ 1
∂b
∂xk

(Q)
∫
Rn

vp+1
Q dz= 0.

58



Second, we prove that (5.16) holds atQ = P0. Recall that we are given a family{uε}0<ε<ε0

of solutions of (5.12) such thatJε(uε) = O(εn) and Pε → P0 ∈ Ω as ε ↓ 0, wherePε is
a local maximum point ofuε. Now we takeQε = Pε. Obviously Pε ∈ BR0(P0) holds for
ε > 0 sufficiently small, and hence the assumption (i) made at the beginning of this proof is
satisfied. Next, in a way similar to the proof of approximation of ground-state solutions (see
Proposition 3.1), we can verify thatuε(Pε + εz) → vP0(z) in C2

loc(R
n) ∩ Lr(Rn) asε ↓ 0 for

any r ∈ [1,∞) by using the estimateJε(uε) = O(εn) and the equation satisfied byuε. Put
εϕ(x) = χ(z)uε(Pε + εz)− vPε(z) with z= (x−Pε)/ε. SincevPε decays exponentially as|z| → ∞,
there exist constantsr1 > 0 andc1 > 0 such thatvPε(z) = O(e−c1|z|) for any |z| > r1, uniformly in
ε. Also, we know thatuε(Pε + εz) for anyz satisfyingr1 < |z| < R0, whereR0 is an arbitrarily
fixed constant. Therefore, we have checked that the assumption (ii) is also satisfied. Moreover,
by a computation similar to that in deriving (5.5), we see thatεϕ satisfies the elliptic equation

LPε(εϕ) + ε
(
f |Q=Pε

)
εϕ + ε

(
g|Q=Pε

)
vPε + εh(ϕ)|Q=Pε = 0.

Fromεϕ → 0 in C2
loc(R

n) ∩ Lr(Rn) as j → ∞, applying the ellipticLr-estimates toεϕ, we get
εϕ→ 0 in W2,r(Rn). Hence, the assumption (iii) is satisfied. Consequently, we have proved that
(5.16) atQ = P0 holds for anyk = 1, . . . ,n, sincePε → P0.

Finally, we put

Ik(Q) =
1
2
∂a
∂xk

(Q)
∫
Rn

v2
Q dz− 1

p+ 1
∂b
∂xk

(Q)
∫
Rn

vp+1
Q dz

and prove

(5.17) Ik(P0) =
p− 1

2(p+ 1)

∫
Rn

wp+1dy
∂Φ

∂xk
(P0).

From the definition ofvP0, i.e., vP0(z) = (a(P0)/b(P0))1/(p−1)w(
√

a(P0)z), y =
√

a(P0)z, we
calculate the left-hand side of (5.16) onQ = P0 as follows:

Ik(P0) =
1
2
∂a
∂xk

(P0)

(
a(P0)
b(P0)

)2/(p−1)

a(P0)
−n/2

∫
Rn

w2 dz

− 1
p+ 1

∂b
∂xk

(P0)

(
a(P0)
b(P0)

)(p+1)/(p−1)

a(P0)
−n/2

∫
Rn

wp+1 dz

= a(P0)
1−n/2+2/(p−1)b(P0)

−2/(p−1)

×
{

1
2

1
a(P0)

∂a
∂xk

(P0)
∫
Rn

w2 dz− 1
p+ 1

1
b(P0)

∂b
∂xk

(P0)
∫
Rn

wp+1 dz

}
.

Note that the primary locator functionΦ = a1−n/2+2/(p−1)b−2/(p−1). Then, the left-hand side of
(5.16)|Q=P0 becomes

(5.18) Φ(P0)

{
1
2

1
a(P0)

∂a
∂xk

(P0)
∫
Rn

w2 dy− 1
p+ 1

1
b(P0)

∂b
∂xk

(P0)
∫
Rn

wp+1 dy

}
.

On the other hand, sincew is symmetric with respect to the origin and satisfies∆w−w+wp = 0,
we have

w′′ +
n− 1

r
w′ − w+ wp = 0 (r = |y|).
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Multiplying this equation byrnw′ and integrating it on [0,∞), we see that∫ ∞

0
w′w′′rn dr + (n− 1)

∫ ∞

0
(w′)2rn−1 dr −

∫ ∞

0
ww′rn dr +

∫ ∞

0
wpw′rn dr = 0.

We calculate each term of the above identity:∫ ∞

0
w′w′′rn dr =

∫ ∞

0

1
2

d
dr

(w′)2rn dr =
[1
2

rn(w′)2
]∞
0
− n

2

∫ ∞

0
(w′)2rn−1 dr

= −n
2

∫ ∞

0
(w′)2rn−1 dr,

for q = 2 andq = p+ 1,∫ ∞

0
wrw′rn dr =

∫ ∞

0

1
q+ 1

d
dr

(wq+1)rn dr

=

[
1

q+ 1
wq+1rn

]∞
0

− n
q+ 1

∫ ∞

0
wq+1rn−1 dr

= − n
q+ 1

∫ ∞

0
wq+1rn−1 dr.

Hence, the above identity becomes(
−n

2
+ n− 1

) ∫ ∞

0
(w′)2rn−1 dr +

n
2

∫ ∞

0
w2rn−1 dr − n

p+ 1

∫ ∞

0
wp+1rn−1 dr = 0.

Multiplying this identity bynωn and transforming the integration ofr to that ofy,

(5.19)
(n
2
− 1

) ∫
Rn
|∇w|2 dy+

n
2

∫
Rn

w2 dy− n
p+ 1

∫
Rn

wp+1 dy= 0,

whereωn is volume of unit ball inRn and notew′ = |∇w|. Moreover, multiplying∆w−w+wp = 0
by w and integrating it overRn, we have

(5.20)
∫
Rn
|∇w|2 dy= −

∫
Rn

w2 dy+
∫
Rn

wp+1 dy.

Substituting (5.20) in (5.19), we see

(n
2
− 1

){
−

∫
Rn

w2 dy+
∫
Rn

wp+1 dy

}
+

n
2

∫
Rn

w2 dy− n
p+ 1

∫
Rn

wp+1 dy= 0.

Therefore, we have ∫
Rn

w2 dy=
(
1− n

2
+

n
p+ 1

) ∫
Rn

wp+1 dy.
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Substituting this to (5.18), we calculate as follows:

Φ(P0)

{
1
2

1
a(P0)

∂a
∂xk

(P0)
∫
Rn

w2 dy− 1
p+ 1

1
b(P0)

∂b
∂xk

(P0)
∫
Rn

wp+1 dy

}
= Φ(P0)

{
1
2

(
1− n

2
+

n
p+ 1

)
1

a(P0)
∂a
∂xk

(P0) −
1

p+ 1
1

b(P0)
∂b
∂xk

(P0)

}∫
Rn

wp+1 dy

= Φ(P0)
1
2

[{
1− n(p− 1)

2(p+ 1)

}
1

a(P0)
∂a
∂xk

(P0) −
2

p+ 1
1

b(P0)
∂b
∂xk

(P0)

] ∫
Rn

wp+1 dy

= Φ(P0)
p− 1

2(p+ 1)

{(
p+ 1
p− 1

− n
2

)
1

a(P0)
∂a
∂xk

(P0) −
2

p− 1
1

b(P0)
∂b
∂xk

(P0)

}∫
Rn

wp+1 dy

= Φ(P0)
p− 1

2(p+ 1)

∫
Rn

wp+1 dy

×
{(

1− n
2
+

2
p− 1

)
∂

∂xk

(
loga(x)

)∣∣∣∣∣
x=P0

− 2
p− 1

∂

∂xk

(
logb(x)

)∣∣∣∣∣
x=P0

}
=

p− 1
2(p+ 1)

∫
Rn

wp+1 dy

[
Φ(P0)

∂

∂xk

{
log(a(P0)

1−n/2+2/(p−1)b(P0)
−2/(p−1))

}]
=

p− 1
2(p+ 1)

∫
Rn

wp+1 dy

{
Φ(P0)

∂

∂xk

(
logΦ(P0)

)}
=

p− 1
2(p+ 1)

∫
Rn

wp+1 dy
∂Φ

∂xk
(P0).

We thus obtain (5.17). Recall that the left-hand side of (5.16) vanishes atQ = P0. Hence, we
have

p− 1
2(p+ 1)

∫
Rn

wp+1 dy
∂Φ

∂xk
(P0) = 0.

Now, note that (p − 1)/2(p + 1) > 0 and
∫
Rn wp+1 dy > 0 sincew is a positive solution of

(GS-0). Consequently, (∂Φ/∂xk)(P0) = 0 holds. Since (∂Φ/∂xk)(P0) = 0 for all k = 1, . . . , n,
we conclude that∇Φ(P0) = 0. q.e.d.
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Appendix A

In this appendix, we prove the following

Lemma A.1. Let {uε} be a solution of(P) satisfying

(1.9) c0ε
n ≤ Jε(uε) − Jε(um,ε) ≤ C0ε

n,

where c0 and C0 are some positive constants with c0 < C0 and um,ε is the minimal solution of
(P). Then,{uε} concentrates at finitely many points onΩ.

Proof. We suppose thatuε is a solution of (P) and satisfies (1.9). By the positivity ofum,ε and
the maximal principle applied to (3.1), we see thatvε := uε − um,ε is positive onΩ. Recalling
the definition ofJε (see (1.7)) andIε (see (1.8)), we see that

Iε(vε) = Jε(uε) − Jε(um,ε) =
1
2
∥vε∥2Eε −

∫
Ω

b(x)G(um,ε(x), vε(x)) dx,

where ∥ · ∥Eε is defined by Definition 2.1. Hence, by Claim 2.8, we see that for anyθ ∈
(max{1/3,1/(p+ 1)},1/2)

(A.1) Iε(vε) ≥
1
2
∥vε∥2Eε − θ

∫
Ω

b(x)g(um,ε(x), vε(x))vε(x) dx,

where we have used the fact thatθ is a constant. Moreover, sincevε satisfies the equation
ε2A(x)v− a(x)v+ b(x){(um,ε(x) + v)p

+ − um,ε(x)p} = 0, we have

(A.2)
∫
Ω

b(x)g(um,ε(x), vε(x))vε(x) dx= ∥vε∥2Eε .

Substituting (A.2) in (A.1), one obtains that

(A.3) Iε(vε) ≥
(
1
2
− θ

)
∥vε∥2Eε .

Therefore, from the assumption (1.9), we have (1/2− θ)∥vε∥2Eε ≤ C0ε
n, and hence

∥vε∥2Eε ≤ C′0ε
n

with C′0 = C0/(1/2− θ). Starting with this estimate, we can prove, as in Proposition 2.14, that
there exists a positive constantCr for everyr ≥ 1 such that

(A.4)
∫
Ω

vr
ε dx≤ Crε

n
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and sup1≤r C1/r
r < ∞.

Now, let Pε be a local minimum point ofuε. In a way similar to that in the proof of Propo-
sition 3.1, we can check that there exists a sequence{ε j} j∈N with ε j ↓ 0, a pointP0 ∈ Ω and a
functionVε(z) in Rn such thatPε j → P0 and

(A.5) vε(x) = Vε(z)→ V0(z) in C2(K),

wherez= (x− Pε)/ε andK is any compact set inRn. We prove in the case ofP0 ∈ Ω only. The
caseP0 ∈ ∂Ω can be treated in the same line as in the proof of Proposition 3.1 Case (II). Hence,
by (A.4) and (A.5), we have∥V0∥Lr (Rn) ≤ C1/r

r for anyr ≥ 1. Sinceum,ε is the minimal solution of
(P), we can use Lemma 2.3, and henceum,ε j (Pε j +ε jz) converges toum(P0) in C2

loc(R
n). Recalling

thatvε(x) satisfies the equationε2A(x)v− a(x)v+ b(x){(um,ε(x) + v)p
+ − um,ε(x)p} = 0, we obtain

thatVε j satisfies

A(Pε j + ε jz)V − a(Pε j )V + b(Pε j + ε jz){(um,ε j + V)p
+ − up

m,ε j
} = 0 inΩε j ,Pε j

,

whereA(Pε j +ε jz)V =
∑n

i, j=1(∂/∂zi)(ai j (Pε j +ε jz)∂V/∂zj) andΩε j ,Pε j
= {z ∈ Rn | x = Pε j +ε jz ∈

Ω}. SinceΩε j ,Pε j
tends toRn as j → ∞, we see thatV0 satisfies

A(P0)V − a(P0)V − b(P0){(um(P0) + V)p
+ − um(P0)

p} = 0 inRn,

whereA(P0)V =
∑n

i, j=1 ai j (P0)(∂2V/∂zi∂zj). Noting thatV0 satisfies the same equation as (3.7)
and∥V0∥Lr (Rn) ≤ C1/r

r for r ≥ 1, by the uniqueness of the solution of (GS-γ), we have

V0(z) =

{
a(P0)
b(P0)

}1/(p−1)

wγ(y) with y =
√

a(P0)
√

D−1
P0

BP0z and γ = γ0(P0).

Therefore, we see that

(A.6) uε j (x) = um(P0) +

{
a(P0)
b(P0)

}1/(p−1)

wγ0(P0)

(√
a(P0)

√
D−1

P0
BP0

x− P0

ε j

)
+ o(1) asε j ↓ 0.

Recalling thatwγ is symmetric with respect to the origin andwγ(|y|) is decreasing in 0≤ |y| < ∞,
for ε j small enough,Pε j becomes a strict local maximum point ofuε j . In view of the expression
(A.6) and noting thatwγ decays exponentially at infinity, we see thatvε j (x) = uε j (x) − um,ε j (x)

converges to zero forx ∈ Bρ(Pε j ) ∩ Ω \ {Pε j | 0 < ε j < ε0} whereρ is some positive constant.
Consequently, we obtain that{uε} concentrates atP0. q.e.d.
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Appendix B

In this appendix we give a detailed proof of the coercivity of the quadratic formQ(u, v) on E
due to Wei [24, 25].

Lemma B.1. The eigenvalue problem

(EVP)

∆u− a(Q)u+ µb(Q)vp−1
Q u = 0 in Rn,

u ∈W1,2(Rn)

has the family of real eigenvalues{µ j} j∈N which diverge to infinity, and L2(Rn) is spanned by
a family of eigenfunctions{ϕ j,k}k∈{1,...,m( j)}, j∈N whereϕ j,k is an eigenfunction belonging to the
eigenvalueµ j and m( j) is the multiplicity ofµ j. Moreover, the principal eigenvalue isµ1 = 1
and the second eigenvalue isµ2 = p.

Proof. We define an operatorGQ on L2(Rn) by

GQ[ϕ] := (a(Q) − ∆)−1ϕ,

so that from the regularity estimate of elliptic equation, we have∥GQ[ϕ]∥W2,2(Rn) ≤ C∥ϕ∥L2(Rn).
Moreover, defineTQ by

TQϕ := GQ[b(Q)vp−1
Q ϕ] for anyϕ ∈ L2(Rn).

Then, it holds thatTQ : L2(Rn) → W2,2(Rn)(⊂ L2(Rn)) andTQ becomes a compact operator on
L2(Rn) by vQ(z) decaying exponentially|z| → ∞. Note thatTQ is a symmetric operator onL2,
i.e., (TQϕ, ψ)L2 = (ϕ,TQψ)L2(Rn). Hence, the spectrums ofTQ are comprised of the eigenvalues
and the multiplicity of each eigenvalue is finite. Put the eigenvalues in order and let the set of
these eigenvalues be{λ j} j∈N. Then,{λ j} j∈N does not have an accumulation point except 0, and
λ j have to be a real number from the symmetry ofTQ. Moreover, a family of the eigenfunctions
{ϕ j,k}k∈{1,...,m( j)}, j∈N spansL2(Rn). By (a(Q) − ∆)−1(b(Q)vp−1

Q ϕ j) = TQϕ j = λ jϕ j andλ j , 0 for
eachj, ϕ j satisfies

∆ϕ j − a(Q)ϕ j +
1
λ j

b(Q)vp−1
Q ϕ j = 0.

Comparing this equation with (EVP), we see that the eigenvalueµ of (EVP) corresponds to 1/λ.
Therefore, puttingµ j = 1/λ j, sinceλ j → 0, we obtain thatµ j → ∞ as j → ∞.

First, we proveµ j > 0 for all j ∈ N. Since the eigenfunctionϕ j,k of µ j satisfies∆ϕ j,k −
a(Q)ϕ j,k + µ jb(Q)vp−1

Q ϕ j,k = 0, multiplying this byϕ j,k and integrating it inRn, we have

µ jb(Q)
∫
Rn

vp−1
Q ϕ2

j,k dz=
∫
Rn

(
|∇ϕ j,k|2 + a(Q)ϕ2

j,k

)
dz> 0.
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By b(Q)
∫
Rn vp−1

Q ϕ2
j,k dz> 0, henceµ j is positive.

Second, it is proved that we choose{ϕ j,k}k∈{1,...,m( j)}, j∈N such thatϕ j1,k1 andϕ j2,k2 are orthogonal
in L2(Rn) with the weightb(Q)vp−1

Q whereϕ j1,k1 andϕ j2,k2 are different. Assumeµ j1 < µ j2. Let
ϕ j i be an eigenfunction ofµ j i for i = 1,2. Sinceϕ j i satisfies (EVP) onµ = µ j i , it follows that

ϕ j2∆ϕ j1 − ϕ j1∆ϕ j2 + (µ j1 − µ j2)b(Q)vp−1
Q ϕ j1ϕ j2

= ϕ j2

(
∆ϕ j1 − a(Q)ϕ j1 + µ j1b(Q)vp−1

Q ϕ j1

) − ϕ j1

(
∆ϕ j2 − a(Q)ϕ j2 + µ j2b(Q)vp−1

Q ϕ j2

)
= 0.

Integrating this inRn, by
∫
Rn(ϕ j2∆ϕ j1 − ϕ j1∆ϕ j2) dz= −

∫
Rn(∇ϕ j2 · ∇ϕ j1 − ∇ϕ j1 · ∇ϕ j2) dz= 0, we

obtain

(µ j1 − µ j2)
∫
Rn

b(Q)vp−1
Q ϕ j1ϕ j2 dz= 0.

Since we assumeµ j1 , µ j2, it holds that
∫
Rn b(Q)vp−1

Q ϕ j1ϕ j2 dz= 0. In the case ofµ j1 = µ j2, there
exists linearly independent functionsϕ j1,1, . . . , ϕ j1,m( j1). Hence, it suffices to orthogonalize those
functions inL2(Rn) with weightb(Q)vp−1

Q .
Third, we start to proveµ1 = 1 whereµ1 is the principal eigenvalue of (EVP). Taking

ϕ = vQ, by the definition ofvQ, it follows that∆ϕ − a(Q)ϕ + b(Q)vp−1
Q ϕ = 0. Hence, there exists

j ≥ 1 andk ∈ {1, . . . ,m( j)} such thatµ j = 1. By vQ > 0, vQ must be the principal eigenfunction
of (EVP) where we note that the principal eigenfunction is a definite sign. Moreover, by the
variational characterization of eigenvalues, the following holds:

µ1 = inf
ϕ∈W1,2(Rn)\{0}

∫
Rn(|∇ϕ|2 + a(Q)ϕ2) dz∫
Rn b(Q)vp−1

Q ϕ2 dz
,

µ2 = inf
ϕ∈W1,2(Rn)\{0}, ϕ⊥ϕ1

∫
Rn(|∇ϕ|2 + a(Q)ϕ2) dz∫
Rn b(Q)vp−1

Q ϕ2 dz
,

whereµ j is the j-th eigenvalue of (EVP). Now, from∆vQ − a(Q)vQ + b(Q)vp
Q = 0, we have

∆
∂vQ

∂zl
− a(Q)

∂vQ

∂zl
+ pb(Q)vp−1

Q

∂vQ

∂zl
= 0.

Hence,p is an eigenvalue and (∂vQ/∂zl) is the eigenfunction of (EVP). Now, byvQ(z) = vQ(|z|),
since (∂vQ/∂zl) = v′Q(|z|)zl/|z| holds, the nodal set becomes{z ∈ Rn | zl = 0}. Therefore,
(∂vQ/∂zl) is the second eigenfunction. q.e.d.

Lemma B.2. Let LQ := ∆ − a(Q)vQ + b(Q)vp−1
Q , and define a bilinear formQ on W1,2(Rn) by

Q(u, v) :=
∫
Rn

{∇u · ∇v+ a(Q)vQuv− b(Q)vp−1
Q uv

}
dz.

ThenQ is bounded and coercive on E defined by(5.7) where ⟨ψ, ϕ⟩W1,2 :=
∫
Rn(∇ψ · ∇ϕ +

a(Q)ψϕ) dz and∥ϕ∥W1,2 :=
√
⟨ϕ, ϕ⟩W1,2.
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Proof. The boundedness ofQ is easy to check. Indeed, by the Cauchy-Schwartz inequality, it
follows that

|Q(u, v)| ≤
∫
Rn

{
|∇u| |∇v| +

∣∣∣a(Q)vQ − b(Q)vp−1
Q

∣∣∣ |uv|
}
dz

≤ max
[
1,max

z∈Rn

{
vQ(z) − b(Q)vQ(z)p−1/a(Q)

}] ∥u∥W1,2(Rn)∥v∥W1,2(Rn).

Next, taking anyψ ∈ E, from E ⊂ W1,2(Rn) ⊂ L2(Rn) = span{ϕ j,k | k = 1, . . . ,m( j), j ∈ N},
we have

ψ =

∞∑
j=1

m( j)∑
k=1

c j,k ϕ j,k.

To simplify the description, denote
∑∞

j

∑m( j)
k=1 by

∑
j. By the definition ofE, we see also that∫

Rn
b(Q)vp

Qψdz=
∫
Rn

(−∆vQ + a(Q)vQ)ψdz=
∫
Rn

(∇vQ · ∇ψ + a(Q)vQψ
)
dz= 0,

mu2

∫
Rn

b(Q)vp−1
Q

∂vQ

∂zl
ψdz=

∫
Rn

(
−∆

∂vQ

∂zl
+ a(Q)

∂vQ

∂zl

)
ψdz

=

∫
Rn

(
∇
∂vQ

∂zl
· ∇ψ + a(Q)

∂vQ

∂zl
ψ
)
dz= 0.

Hence,ψ is orthogonal inL2(Rn) with weightb(Q)vp−1
Q . Sinceϕ1,1 = vQ andϕ2,k = (∂vQ/∂zk),

we havecj,k = 0 for j = 1,2. From now, we calculateQ(ψ, ψ):

Q(ψ, ψ) =
∫
Rn

(∇ψ · ∇ψ + a(Q)ψ2 − pb(Q)vQψ
2) dz=

∫
Rn

ψ LQψdz

=

∫
Rn

∑
j

c j,kϕ j,kLQ

{∑
j′

cj′,k′ϕ j′,k′

}
dz=

∫
Rn

∑
j

cj,kϕ j,k

∑
j′

cj′,k′LQϕ j′,k′ dz

=

∫
Rn

∑
j

c j,kϕ j,k

{∑
j′

(µ j′ − p)b(Q)vp−1
Q cj′,k′ϕ j′,k′

}
dz

=

∞∑
j, j′=1

c j,kcj′,k′(µ j′ − p)
∫
Rn

b(Q)vp−1
Q ϕ j,kϕ j′,k′ dz,

where we note thatLQϕ j′,k′ = (µ j′ − p)b(Q)vp−1
Q ϕ j′,k′. Recall thatϕ j,k andϕ j′,k′ are orthogonal in

L2 with the weightb(Q)vp−1
Q . Then, it follows that∫

Rn
b(Q)vp−1

Q ϕ j,kϕ j′,k′ dz= δ j j ′δkk′

∫
Rn

b(Q)vp−1
Q ϕ2

j,k dz.

Therefore, bycj,k = 0 for j = 1, 2, we obtain

Q(ψ, ψ) =
∑

j

c2
j,k(µ j − p)

∫
Rn

b(Q)vp−1
Q ϕ2

j,k dz

=
∑
j,1,2

c2
j,k(µ j − p)

∫
Rn

b(Q)vp−1
Q ϕ2

j,k dz

=
∑
j,1,2

(
1− p

µ j

)
µ j

∫
Rn

b(Q)vp−1
Q (cj,kϕ j,k)

2 dz.
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Now, fromµ3 ≤ µ j for j ≥ 3, we see that

Q(ψ, ψ) ≥
(
1− p

µ3

) ∑
j,1,2

∫
Rn
µ jb(Q)vp−1

Q (c j,kϕ j,k)
2 dz

=

(
1− p

µ3

)∑
j, j′

∫
Rn

{
µ jb(Q)vp−1

Q (cj,kϕ j,k)
}
(cj′,k′ϕ j′,k′) dz

=

(
1− p

µ3

) ∫
Rn

∑
j

{
−∆(cj,kϕ j,k) + a(Q)

(
cj,kϕ j,k

)}
ψdz

=

(
1− p

µ3

) ∫
Rn

(|∇ψ|2 + a(Q)ψ2) dz= ∥ψ∥2W1,2(Rn).

Noting thatp = µ2 < µ3, we obtain 1− p/µ3 > 0. Consequently, there exists a positive constant
c0 = 1− p/µ3 such that

Q(ψ, ψ) ≥ c0∥ψ∥2W1,2(Rn) for anyψ ∈ E.

q.e.d.

We emphasize thatc0 depends onQ ∈ Ω, but it is uniformly bounded away from zero on
each compact subset since the eigenvalueµ3 depends continuously onQ.
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