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Chapter 1

Introduction

Shape memory alloys are the materials which, after being strained, revert back to their

original shape at a certain temperature. The most widely used alloys include NiTi (Nickel-

Titanium), CuZnAl and CuAlNi. Shape memory alloys are not only well-known materials

having a wide variety of applications but also the good examples for the researches of

the phase transitions in mathematical field. Shape memory effect is due to first-order

phase transitions between different equilibrium configurations of the metallic lattice, called

austenite and martensite.

In this thesis, we consider the unique global existence for the systems which describe

the relation between the strain and the heat conduction in shape memory alloys. Although

there are many systems representing the phase transition occurring on shape memory

alloys, the system we consider seems to be the most popular in these systems.

This thesis consists of two parts. In the rest of this chapter, we introduce the derivation

of the system and describe the known results and our main results. In Chapter 2, we

consider the unique global existence for the one-dimensional system called the Falk model

system. In Chapter 3, two and three dimensional systems are treated. In Appendix A,

we give a remark on the existence result for the two-dimensional system with the different

type of the nonlinear term from that treated in Chapter 3.

1.1 Derivation of the System

In [21], Falk presented the Ginzburg-Landau type theory using the shear strain ε = ux

as an order parameter in order to explain the martensitic-austenitic phase transitions

occurring in a rod which is made of shape memory alloys with the length l. Here, we

denote the displacement by u and the absolute temperature by θ. He chose the free energy
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density F as follows:

F = F (ε, εx, θ)

= F0(θ) + F̃ (ε, θ) +
κ

2
ε2

x,
(1.1.1)

where F0(θ) is typically taken as the following form:

F0(θ) = −cvθ log(θ/θ3) + cvθ + c̃, (1.1.2)

and F̃ (ε, θ) = G(θ)F1(ε) + F2(ε) is given by the Devonshire form:

F1(ε) = α1ε
2, (1.1.3)

F2(ε) = −α2ε
4 + α3ε

6, (1.1.4)

G(θ) = θ − θc. (1.1.5)

Here, c̃, α1, α2, α3 and θ3 are positive physical constants. Positive constants cv and θc are

the caloric specific heat and the critical temperature, respectively. We assume that there

is no displacement at the endpoint of the rod, that is,

u(0, t) = u(l, t) = 0 for t ∈ [0,∞).

The total free energy and the total kinetic energy at time t are given by

Ftot(t) =

∫ l

0

F (ε, εx, θ)(x, t)dx

and

Ekin(t) =

∫ l

0

ρ

2
u2

t (x, t)dx,

respectively. Here ρ is the mass density of shape memory alloys. Applying Hamilton’s

principle in the usual way to the total Lagrangian: L(t) = Ekin(t) − Ftot(t), one easily

deduces the equation of motion:

ρutt + κuxxxx =
∂

∂x

(
∂F

∂ε
(ε, θ)

)
(1.1.6)

if the variational boundary condition

uxx(0, t) = uxx(l, t) = 0

is satisfied for t ∈ [0,∞).
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We assume that the volume is not changed. Then, from the definition of the free

energy density F = U−θS for the entropy density S and the first law of thermodynamics

δU = pδV + θδS, we deduce that

U = F − θ
∂F

∂θ
. (1.1.7)

According to Falk [21], the balance law of internal energy is represented by

Ut + qx =
∂F

∂ε
εt +

∂F

∂εx

εxt, (1.1.8)

where U is the internal energy and q is the heat flux. The heat flux is assumed to be

given by the Fourier form

q = −kθx, (1.1.9)

where the heat conductivity k is assumed to be a positive constant. Differentiating the

both sides of (1.1.7) with respect to the time variable t and substituting (1.1.8) and (1.1.9)

to the resulting equation, we obtain

−θ
∂2F

∂θ2
θt − kθxx = θ

∂2F

∂θ∂ε
εt + θ

∂2F

∂θ∂εx

εxt. (1.1.10)

If we assume (1.1.1)–(1.1.5), then we have ∂2F
∂θ∂εx

= 0 and

∂2F

∂θ2
= −cv

1

θ
. (1.1.11)

Therefore we can simplify (1.1.10) to

cvθt − kθxx = θεt
∂F1

∂ε
. (1.1.12)

Combining (1.1.6) and (1.1.12), we obtain the following system:




ρutt + κuxxxx = (f1(ux)(θ − θc) + f2(ux))x,

cvθt − kθxx = f1(ux)θuxt, (t, x) ∈ R+ × (0, l),

u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x) ≥ 0,

u(t, 0) = u(t, l) = uxx(t, 0) = uxx(t, l) = θx(t, 0) = θx(t, l) = 0,

(1.1.13)

where R+ = (0,∞), f1(r) = F ′
1(r) = 2α1r and f2(r) = F ′

2(r) = −4α2r
3 + 6αr5.

In the three-dimensional case, the problem is somewhat complicated. The model is

based on the linearized strain tensor ε(u) = (εij) such that

εij =
1

2
(
∂ui

∂xj

+
∂uj

∂xi

). (1.1.14)
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Here u = (u1, u2, u3) is the displacement vector. From an argument similar to the one-

dimensional case (1.1.1), Falk and Konopka [22] gave the free energy density as follows:

F (ε,Qu, θ) = F0(θ) + F̃ (θ, ε) +
κ

2
|Qu|2

= F0(θ) + G(θ)F1(ε) + F2(ε) +
κ

2
|Qu|2,

(1.1.15)

where

F1(ε) =
3∑

i=1

α2
i J

2
i (ε) +

5∑
i=1

α2
i J

4
i (ε), (1.1.16)

F2(ε) =
2∑

i=1

α2
i J

6
i (ε) (1.1.17)

and F0(θ) and G(θ) are given by (1.1.2) and (1.1.5), respectively. Here αk
i and θc are

constants and Jk
i is given as follows:

J2
1 = ε2

1̄, J2
2 = 3ε2

2̄ + ε2
3̄, J2

3 = ε2
4̄ + ε2

5̄ + ε2
6̄,

J4
1 = (J2

2 )2, J4
2 = ε4

4̄ + ε4
5̄ + ε4

6̄, J4
3 = (J2

3 )2,

J4
4 = J2

2J2
3 , J4

5 = ε2
4̄(ε2̄ − ε3̄)

2 + ε2
5̄(ε2̄ + ε3̄)

2 + 4ε2
6̄ε

2
2̄,

J6
1 = (J2

2 )3, J6
2 = ε2

2̄(ε
2
2̄ − ε2

3̄)
2

with

ε1̄ = trace ε/3, ε2̄ = (2ε33 − ε11 − ε22)/6,

ε3̄ = (ε11 − ε22)/2, ε4̄ = ε23, ε5̄ = ε13, ε6̄ = ε12.

We define the linearized elasticity operator Q by the following second order differential

operator

Qu = µ∆u + (λ + µ)∇(∇ · u).

As in the one-dimensional case, PawÃlow [35] derived the three-dimensional thermoe-

lasticity system of shape memory alloys:





ρutt + κQ2u = ∇ · F,ε(ε, θ),

cvθt − k∆θ = θF,θε(ε, θ) : εt in Ω∞ := R+ × Ω,

u = Qu = ∇θ · n = 0 on S∞ := R+ × ∂Ω,

(u(0, ·),ut(0, ·)) = (u0,u1), θ(0, ·) = θ0 ≥ 0 in Ω,

(1.1.18)
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where R+
= [0,∞), F,ε = ( ∂F

∂εij
), F,θ = (∂F

∂θ
) and ε̃ : ε =

∑3
i,j=1 ε̃ijεij. We assume that the

Lamé constants λ and µ satisfy

µ > 0 and nλ + 2µ > 0 (1.1.19)

for n = 3, which assure the strong ellipticity of Q.

Shape memory alloys have another interesting property called hysteresis. There are

a lot of models and results from this point of view. For related results to hysteresis, we

refer to [3]–[6], [30] and [31] (see also [51]).

In Sections 1.2 and 1.3, after introducing the known results we present our main

results for the one-dimensional Falk model system and for the multi-dimensional system,

respectively. In Section 1.4, we give the notation which will be often used.

1.2 One-Dimensional Case

In this section, we present a brief review on the results of the one-dimensional system

(1.1.13) and its related system.

Sprekels and Zheng [41] proved the unique global existence of smooth solution for

(1.1.13). In [11], Bubner and Sprekels established the unique global existence of (1.1.13)

for data (u0, u1, θ0) ∈ H3 × H1 × H1 and discussed the optimal control problem in the

case

f1(r) = 2α1r and f2(r) = 6α3r
5 − 4α2r

3. (1.2.1)

Here the spaces Wm
p and Hm are the standard Sobolev spaces, that is, Wm

p is equipped

with the norm

‖f‖W m
p

=
∑

0≤k≤m

‖Dk
xf‖Lp ,

and Hm = Wm
2 . Aiki [2] proved the unique global existence of solution with (u0, u1, θ0) ∈

H3 ×H1 ×H1 for more general nonlinearity, that is,

f1, f2 ∈ C2(R) (1.2.2)

and

F2(r) ≥ −C for r ∈ R, (1.2.3)

where F2(r) =
∫ s

0
f2(s)ds. We note that the condition (1.2.1) implies the conditions

(1.2.2) and (1.2.3).

We show the unique global existence of the solution for (1.1.13) in the energy class. The

energy class is the function space which is characterized from the form of the Hamiltonian
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H = Ekin+Ftot, and hence this is the most natural class of the solution in which to consider

the equation from not only a physical point of view but also a mathematical point of view.

Precisely, in our case the energy class E is defined by

E = H2 × L2 × L1 3 (u(t), ut(t), θ(t)). (1.2.4)

The energy norm of solutions does not increase from the energy conservation law. There-

fore the energy space is expected to be useful to investigate the temporal behavior of the

solution. For these reasons we consider the existence of the solution for (1.1.13) in the

energy class. We give the precise formulation of the problem in Chapter 2.

We give some related results. Systems related to (1.1.13) have been studied by many

authors for the case of viscous materials which has the shear stress σ containing additional

viscous component of the following form:

σ =
∂F

∂ε
+ νεt,

where the viscosity coefficient ν is a positive constant. Correspondingly, the equations

(1.1.13) are modified as follows:





ρutt + κuxxxx − νuxxt = (f1(ε)θ + f2(ε))x,

cvθt − kθxx = f1(ε)θεt + ν|εt|2.
(1.2.5)

The viscosity term changes the feature of the system because this term has smoothing

property. In fact, K.-H. Hoffmann and Żochowski in [29] established the unique global

existence result by decomposing the first equation in (1.2.5) into a system of two parabolic

equations. There are also some results for the system without capillarity (i.e. κ = 0 and

ν > 0) called thermoviscoelasticity (see e.g. Dafermos and Hsiao [15]). Sprekels, Zheng

and Zhu [42] studied the asymptotic behavior of the solution for (1.2.5) as t → ∞.

However, it seems to be an open problem to determine the asymptotic behavior of the

solution for (1.1.13).

Our result is concerned with the unique global existence for (1.1.13) in the energy class

H2 × L2 × L1. We define Lp
loc(R+) by the set of all functions u such that ‖u‖Lp(I) < ∞

for each compact subinterval I of R+.

Theorem 1.1. Assume that (1.2.2)–(1.2.3) holds. Let any p ∈ [4,∞], q ∈ [2, 4] and

r ∈ (4/3, 8/5) be fixed such that

1

p
=

1

2
− 1

q
, r > p′,

1

r
+

1

2q′
> 1. (1.2.6)
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Then for any (u0, u1, θ0) ∈ H2 × L2 × L1, there exists a unique solution (u, θ) to the

problem (1.1.13) satisfying

u ∈ C(R+
; H2(0, l)), uxx ∈ Lp

loc(R
+; Lq(0, l)),

ut ∈ L∞(R+
; L2(0, l)), ut ∈ Lp

loc(R
+; Lq(0, l)),

θ ∈ C(R+
; L1(0, l)), θx ∈ Lr

loc(R+; Lq′(0, l)).

The main tools of the proof of our theorem are the maximal regularity estimate and

the Strichartz estimate. The maximal regularity estimate is the classical estimate of

parabolic equations, and is concerned with the solvability of linear parabolic equations.

This can be proved by using the Mikhlin multiplier theorem (see [32] and [33]). The

Strichartz estimate established in [43] is closely related to the restriction theory of the

Fourier transform to surfaces and used often in various areas of the study of nonlinear

wave and dispersive equations (see [12]).

The Strichartz estimate in the spatially periodic setting was established by J. Bourgain

[9] and the more transparent proof was given by Fang and Grillakis in [24]. We consider

the following initial value problem with periodic boundary conditions, which is closely

related to (1.1.13).





ρutt + κuxxxx = (f1(ux)θ + f2(ux))x,

cvθt − kθxx = f1(ux)θuxt in R+ × Ω,

u(0, ·) = u0, ut(0, ·) = u1, θ(0, ·) = θ0 ≥ 0 in Ω

(1.2.7)

for Ω = T = R/Z. From a physical point of view, the problem (1.2.7) describes the

dynamics of the ring made of shape memory alloys. This is also an interesting problem.

Besides, Theorem 1.1 follows immediately from the following theorem for (1.2.7), because

we can regard the initial boundary value problem (1.1.13) as the problem (1.2.7) with

periodic boundary conditions, extending the solutions u and θ of (1.1.13) as odd and even

periodic functions, respectively.

We can also obtain the result for (1.2.7) with Ω = R. This is motivated by the work of

Falk, Laedke and Spatschek [23]. They studied the stability and existence of the solitary

wave appearing on the shape memory alloy rod in R without heat conduction. Theorems

1.1 and 1.2 are based on the results in [47] an [50].

Theorem 1.2. (i) Assume that Ω = T = R/Z and (1.2.2)–(1.2.3) hold. Let any p ∈
[4,∞], q ∈ [2, 4] and r ∈ (4/3, 8/5) be fixed satisfying (1.2.6). Then for any (u0, u1, θ0) ∈

9



H2 × L2 × L1, there exists a unique solution (u, θ) to the problem (1.2.7) satisfying

u ∈ C(R+
; H2(T)), uxx ∈ Lp

loc(R
+; Lq(T)),

ut ∈ L∞(R+
; L2(T)), ut ∈ Lp

loc(R
+; Lq(T)),

θ ∈ C(R+
; L1(T)), θx ∈ Lr

loc(R+; Lq′(T)).

(ii) Assume that Ω = R and that (1.2.1) hold. Let any p ∈ [4,∞], q ∈ [2,∞] and

r ∈ (4/3, 2) be fixed such that

2

p
=

1

2
− 1

q
, r > p′,

1

r
+

1

2q′
> 1. (1.2.8)

Then for any (u0, u1, θ0) ∈ H2 × L2 × L1, there exists a unique solution (u, θ) to the

problem (1.2.7) satisfying

u ∈ C(R+
; H2(R)), uxx ∈ Lp

loc(R
+; Lq(R)),

ut ∈ L∞(R+
; L2(R)), ut ∈ Lp

loc(R
+; Lq(R)),

θ ∈ C(R+
; L1(R)), θx ∈ Lr

loc(R+; Lq′(R)).

Remark. We note that the nonlinear terms of the second equation in (1.2.7) and (1.1.13)

are rewritten as follows:

f1(ux)θutx = (f1(ux)θut)x − f ′1(ux)uxxθut − f(ux)θxut,

which makes sense in the distribution class.

1.3 Multi-Dimensional Case

In this section we describe the results for the multi-dimensional thermoelastic system.

At first, we cite the following sentences in [10]:

• “Falk-Konopka (1990) proposed a three-dimensional Landau theory for the marten-

sitic phase transformations in shape memory alloys. Apparently, this model has not

yet been studied mathematically.” (Remark 5.2.3, p. 216).

As is written here, the multi-dimensional problem is generally difficult due to several rea-

sons. Comparing (1.1.16) with (1.1.3), we must take F1(ε) as the fourth order polynomial

in three-dimensional case, where the shear strain tensor ε is defined by (1.1.14). This

makes it difficult to treat the system (1.1.18). Moreover, the useful embedding H1 ↪→ L∞

does not hold in the multi-dimensional case, which causes another difficulty. Indeed, there
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have been no result on the solvability of (1.1.18) up to now (the monograph [10] cited

above was published in 1996).

Recently, PawÃlow and Żochowski studied the n-dimensional system (n = 2 or 3) with

viscosity such as (1.2.5), namely, the system with shear stress tensor σ satisfying that

σ = F,ε(ε, θ)− κAε(∇ · Aε(u)) + νAεt.

Here, the fourth order tensor A represents linear isotropic Hooke’s law, being defined by

Aijkl := λδijδkl + µ(δikδjl + δilδjk).

We note that the tensor has the following symmetry properties

Aijkl = Aklij, Aijkl = Ajikl, Aijkl = Aijlk (1.3.1)

and the relation Qu = ∇ · ε(u)A holds. It follows from (1.1.19) that

a∗|ε|2 ≤ (Aε) : ε ≤ a∗|ε|2 (1.3.2)

holds for a∗ = min{nλ + 2µ, 2µ} and a∗ = max{nλ + 2µ, 2µ}.
The essence of the choice of the polynomial forms (1.1.3)–(1.1.5) and (1.1.16)–(1.1.17)

is to have two different local minima depending on the temperature. Although the poly-

nomial forms give the simplest form satisfying this property, we can also represent this

property by other general nonlinearities G, F1 and F2. For the general nonlinearity

F̃ (ε, θ) = G(θ)F1(ε) + F2(ε), we can deduce the following quasilinear system:





ρutt + κQ2u− νQut = ∇ · [G(θ)F1,ε(ε) + F2,ε(ε)],

{cv − θG′′(θ)F1(ε)}θt − k∆θ = θG′(θ)∂tF1(ε) + ν(Aεt) : εt in ΩT ,

u = Qu = ∇θ · n = 0 on ST ,

(u(0, ·),ut(0, ·)) = (u0,u1), θ(0, ·) = θ0 ≥ 0 in Ω.

(1.3.3)

In this case, the equation corresponding to the second equation of (1.1.18) is as above

because
∂2F

∂θ2
= −cv

1

θ
+ G′′(θ)F1(ε)

instead of (1.1.11). We note that if G(θ) = C(θ−θc) then the quasilinear term θG′′(θ)H(ε)θt

does not appear. Here, we assume that Ω ⊂ R3 is a bounded domain with a smooth

boundary ∂Ω.

We consider the following structure of the nonlinearity: the elastic energy density

F̃ (θ, ε) = G(θ)F1(ε) + F2(ε) satisfies that

11



(N1) G ∈ C4(R,R) is as follows:

G(θ) =





C1θ if θ ∈ [0, θ1],

ϕ(θ) if θ ∈ [θ1, θ2],

C2θ
r if θ ∈ [θ2,∞),

where ϕ ∈ C4(R,R), ϕ′′ ≤ 0 and C1 and C2 are positive constants for some fixed θ1,

θ2 satisfying 0 < θ1 < θ2 < ∞. We extend G to an odd function on R.

(N2) F1 ∈ C4(Sym(n,R),R) satisfies that F1(ε) ≥ 0, where Sym(n,R) denotes the set of

all symmetric second order tensors in R3.

(N3) F2 ∈ C4(Sym(n,R),R) satisfies that F2(ε) ≥ −C3, where C3 is some real constant.

(N4) F1(ε) and F2(ε) satisfy the following growth conditions:

|F1,ε(ε)| ≤ C|ε|K1−1, |F2,ε(ε)| ≤ C|ε|K2−1,

|F1,εε(ε)| ≤ C|ε|K1−2, |F2,εε(ε)| ≤ C|ε|K2−2,

|F1,εεε(ε)| ≤ C|ε|K1−3, |F2,εεε(ε)| ≤ C|ε|K2−3

for large |ε|.

We first state the results for the thermoelastic system in the three-dimensional case

(n = 3). PawÃlow and Żochowski [36] studied the following semilinearized system





ρutt + κQ2u− νQut = ∇ · F,ε(ε, θ),

cvθt − k∆θ = θF,θε(ε, θ) : εt + ν(Aεt) : εt.
(1.3.4)

The system corresponds to the model (1.3.3) without quasilinear term θG′′(θ)H(ε)θt.

They showed unique global existence of the sufficiently smooth solution for the three-

dimensional system (1.3.4) under the assumptions:

0 ≤ r <
1

2
, 0 ≤ K1 ≤

(
1

2
− r

)
K2 + 1 and 0 ≤ K2 ≤ 7

2
. (1.3.5)

In addition, when they apply parabolic decomposition of elasticity system, they need to

assume the relation 0 < 2
√

κ < ν between viscosity and capillarity. Such an assumption,

however, seems not realistic for shape memory alloys whose viscosity effects are negligibly

small. In [48], the author showed the unique global existence of the solution for (1.3.4) in

a larger class, by using the contraction mapping principle. In the result we does not need

conditions between κ and ν and the upper bound of K2 is generalized to K2 < 6. The
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first two assumptions of (1.3.5) appear due to the semilinearization which causes the lack

of energy conservation laws.

We recall the result of the system called thermoviscoelasticity in the case that κ = 0

and ν > 0. The thermoviscoelasticity system was treated in one-dimensional case [15] and

in three-dimensional case [53]. For the viscoelastic system neglecting heat conduction, we

refer to [39].

Recently, PawÃlow and Zaja̧czkowski [37] proved the unique global existence theorem

for the three-dimensional quasilinear system (1.3.3) under the assumptions:

0 ≤ r <
2

3
, 0 < K1 <

15

4
and 0 < K2 ≤ 9

2
, (1.3.6)

where r and K1 are linked by the equality 4K1 + 15r = 15. In [52], we showed the unique

global existence of solution for (1.3.3) under the following power of nonlinearity:

0 ≤ r <
5

6
, 0 ≤ K1, K2 < 6 and 6r + K1 < 6. (1.3.7)

In addition, we admit arbitrary positive coefficients of capillarity κ > 0 and viscosity

ν > 0.

Next, we state several remarks on the two-dimensional case. We can deduce the two-

dimensional model (1.3.3) from obvious modifications of the three-dimensional case. In

[36], PawÃlow and Żochowski also showed the unique global existence of solution for the

two-dimensional semilinear system (1.3.4) which is the semilinearized model of (1.3.3).

The unique global existence for the quasilinear system (1.3.3) was established in [38]

under the assumption:

0 ≤ r <
7

8
and 0 ≤ K1, K2 < ∞. (1.3.8)

In [52], we showed that the system (1.3.3) has a unique global solution under the assump-

tions:

0 ≤ r < 1 and 0 ≤ K1, K2 < ∞. (1.3.9)

Before stating our results more precisely, we introduce several function spaces. The

Sobolev space W 2l,l
p (ΩT ) is equipped with the norm

‖u‖W 2l,l
p (ΩT ) :=

2l∑
j=0

∑

2r+|α|=j

‖Dr
t D

α
xu‖Lp(ΩT ),

where Dt := i ∂
∂t

, Dα
x =

∏
α=α1+α2+α3

Dαk
k and Dk := i ∂

∂xk
for multi index α = (α1, . . . , αn), and

W 2l,l
p,loc is the set of all functions u such that ‖u‖W 2l,l

p (ΩI) < ∞ for each compact subinterval

13



I of R+. The Besov space Bs
p,q = Bs

p,q(Ω) is defined by Bs
p,q := [Lp(Ω),W j

p (Ω)]s/j,q, where

[X,Y ]s/j,q is the real interpolation space between Banach spaces X and Y . For more

details of the Besov space we refer to [1] and [45].

We now state our results. These results are based on a joint work with Irena PawÃlow

and Wojciech M. Zaja̧czkowski [52].

Theorem 1.3 (Unique Global Existence for Three-Dimensional System). Let

n = 3 and 5 < p ≤ q < ∞. Assume that ν > 0 and (1.3.7) hold. Then for any

(u0,u1, θ0) ∈ B
4−2/p
p,p ×B

2−2/p
p,p ×B

2−2/q
q,q , there exists a unique solution (u, θ) to the three-

dimensional system (1.3.3) satisfying

(u, θ) ∈ W 4,2
p,loc ×W 2,1

q,loc.

Moreover, if we assume that minΩ θ0 = θ∗ > 0 then there exists a positive constant ω such

that

θ ≥ θ∗ exp(−ωt),

where ω depends only on A, θ∗ and F .

Theorem 1.4 (Unique Global Existence for Two-Dimensional System). Let n =

2 and 4 < p ≤ q < ∞. Suppose that ν > 0 and (1.3.9) hold. Then for the two-dimensional

system (1.3.3) the same conclusion as in Theorem 1.3 holds.

We shall describe the proof of this theorem in Chapter 3. We prove the existence part

in Theorem 1.3 by using the Leray-Schauder fixed point principle. The key estimates

to the proof are the maximal regularity estimate for the first equation of (1.3.3), the

classical energy estimate and the parabolic De Giorgi method for the second equation

of (1.3.3). The maximal regularity theory is concerned with the theory of solvability for

linear parabolic equations, and the maximal regularity is the subordinate estimate to the

maximal regularity theory. In the maximal regularity, a loss of regularity does not occur,

such as the Schauder estimate for elliptic equations. The maximal regularity theory was

extensively studied by many authors. For more details of the maximal regularity, we refer

to [7]. In particular, for more recent developments of the maximal Lp-regularity we refer

to [18]. We also give a brief review of the maximal regularity theory in Section 3.2 of this

thesis.

Since the maximal regularity theory is limited to linear parabolic equations, we cannot

use it directly for the second equation of the problem (1.3.3). To obtain the higher

order a priori estimates we also use the classical energy methods and the parabolic De

Giorgi method (see [32], [34]). Using these methods we can show the Hölder continuity
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of θ. From this regularity result, we arrive at the estimate for the higher Sobolev norm

W 4,2
p (ΩT )×W 2,1

q (ΩT ) for T < ∞.

Comparing these assumptions with (1.3.8), we see that the restriction for r is weaker,

and we can choose r arbitrarily close to 1.

In [49], the author showed the unique global existence for the two-dimensional system

(1.3.3) under r = 1, K1 ∈ [0, 1], K2 ∈ [0,∞) and the smallness for the energy of initial

data ‖u0‖H2 + ‖u1‖L2 + ‖θ0‖L1 . We give the proof of this theorem in Appendix.

Theorem 1.5 (Small Energy Global Existence). Let n = 2, ν > 0, p > 4 and

suppose that F satisfies C3 = 0 and

r = 1, K1 ∈ [0, 1], K2 ∈ [0,∞), F2(ε) ≤ C|ε|K2 . (1.3.10)

Then there exists η > 0 such that for any (u0,u1, θ0) ∈ B
4− 2

p
p,p × B

2− 2
p

p,p × B
2− 8

3p
3p
4

, 3p
4

satisfying

‖(u0,u1, θ0)‖E < η there exists a unique global solution (u, θ) of the two-dimensional

system (1.3.3) satisfying that

(u, θ) ∈ W 4,2
p,loc ×W 2,1

3p
4

,loc

and that there exists the monotone increasing function K(x) > 0 such that K(0) = 0 and

‖(u(t),ut(t), θ(t))‖E ≤ K(‖(u0,u1, θ0)‖E)

for any t ∈ [0,∞).
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1.4 Notation

We show the notation and collect definitions that we use throughout this treatise.

• By C, M and c, we denote various positive constants which may differ from line

to line. In particular, the constant at which we emphasis the dependence of the

variable r is denoted by C(r).

• A number q′ means the Hölder conjugate of q ∈ [1,∞], that is, q′ and q satisfy the

relation 1/q + 1/q′ = 1.

• We denote a partial derivative with respect to a variable y by ∂y := ∂
∂y

and a weak

derivative by Dy. We also use the notation ux for ∂xu. In particular, we denote a

weak derivative with respective to xj direction by Dj.

• We denote the norm of f for a normed space X by ‖ f ; X‖ or ‖f‖X .

• Lp is the standard Lebesgue space. We denote by Lp
loc(J) the set of the functions u

such that ‖u‖Lp(I) < ∞ for each compact subinterval I of J .

• The spaces Wm
p and Hm are the Sobolev spaces, that is, Wm

p is equipped with the

norm

‖f‖W m
p

=
∑

0≤k≤m

‖Dk
xf‖Lp ,

and Hm = Wm
2 .

• In this thesis, the energy class of the shape memory alloy systems is H2×L2×L1 3
(u, ut, θ). We denote the energy norm of (u, ut, θ) by ‖(u, ut, θ)‖E = ‖u‖H2+‖ut‖L2+

‖θ‖L1 .

• We frequently use the following abbreviations: Lp
IL

q
x or Lp

IL
q(Ω) for Lp(I; Lq(Ω))

and Lp
I,x or Lp(ΩI) for Lp(I; Lp(Ω)) for a connected interval I ⊂ R. In particular,

Lp
T Lq

x means Lp(0, T ; Lq) for T ∈ (0,∞]. A similar notation is applied to other cases

such as CIL
p.

Next we give the notation used in each of chapters.

Chapter 2.

• We denote by f (j) the j-th derivative of f .

• We denote the one-dimensional torus by T = R/Z, the set of positive real numbers

by R+ = (0,∞) and the set of nonnegative real numbers by R+
= [0,∞).
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• We write ∂s
xE := Hs+2 ×Hs ×W s

1 .

• The heat kernel 1√
4πt

exp(−|x|
2

2πt
) is denoted by Gt(x).

Chapter 3 and Appendix.

• For I = (a, b) we set ΩI = (a, b) × Ω and SI = [a, b) × ∂Ω, where 0 < a < b ≤ ∞.

In particular, Ωt = (0, t)× Ω and St = [0, t)× ∂Ω for t ∈ (0,∞].

• The Sobolev space W 2l,l
p (ΩT ) is the Banach space equipped with the norm

‖u‖W 2l,l
p (ΩT ) :=

2l∑
j=0

∑

2r+|α|=j

‖Dr
t D

α
xu‖Lp(ΩT ),

for multi index α = (αi)
n
i=1.

• The Besov space Bs
p,q = Bs

p,q(Ω) is defined by Bs
p,q := [Lp(Ω),W j

p (Ω)]s/j,q, where

[E0, E1]s/j,q is the real interpolation space of the interpolation couple [E0, E1].

The pair [E0, E1] is said to be an interpolation couple if there exists a locally convex

space X such that Ej ↪→ X for j = 0, 1.

The real interpolation space [E0, E1]s/j,q is the Banach space equipped with the

norm

‖x‖s/j,q := ‖t−s/jK(t, x)‖Lq(R+,dt/t)

for 0 < s < j, 1 ≤ q ≤ ∞ and x ∈ E0 + E1, and

K(t, x) := K(t, x, E0, E1) := inf{‖x0 ; E0‖+ t‖x1 ; E1‖ | x = x0 + x1}.

• W 2l,l
p,loc is the set of the functions such that ‖u‖W 2l,l

p (ΩI) < ∞ for each compact subin-

terval I of R+.

• Cα,α/2(ΩT ) is the Hölder space: the set of all continuous functions in ΩT satisfying

Hölder condition in x with exponent α and in t with exponent α/2.

• BUC(I) consists of all bounded and uniformly continuous functions on a interval I.

• Let F,ε := ( ∂F
∂εij

), F,θ := (∂F
∂θ

) and ε̃ : ε :=
∑n

i,j=1 ε̃ijεij.

• We set U(p, q) := B
4−2/p
p,p × B

2−2/p
p,p × B

2−2/q
q,q and V p,q

T := W 4,2
p (ΩT ) ×W 2,1

q (ΩT ). In

particular, we write Up = U(p, 3p/4), which we will use in Appendix. In the proof

of Lemma 3.4.5, to shorten the notation, we set

U1(m) = B
17/5
10/3,10/3 ×B

7/5
10/3,10/3 × (Lm ∩H1),

U2 = (B3−2/p
p,p ∩B

17/5
10/3,10/3)× (B1−2/p

p,p ∩B
7/5
10/3,10/3)× (L∞ ∩H1).
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• For the linear operator A, we denote the domain of A by D(A).

• We define the linear operators Q and D in Lp(Ω) for p ∈ (1,∞) by





D(Q) = {u ∈ W 2
p (Ω) | u = 0 on ∂Ω},

Qu = Qu

and 



D(D) = {u ∈ W 2
p (Ω) | u = 0 on ∂Ω},

Du = ∆u,

respectively.

• We denote a number less than p by p−.

• Sym(n,R) denotes the set of all symmetric second order tensors in Rn

18



Chapter 2

One-Dimensional Case

This chapter is based on the result of [47] and [50]. Let u = u(t, x) : R+×Ω → R be the

displacement of shape memory alloys and θ = θ(t, x) : R+ × Ω → R be the temperature,

where R+ = (0,∞) and R+
= [0,∞). In this chapter, we study the initial boundary value

problem of the Boussinesq-heat system:

utt + uxxxx = (f1(ux)θ + f2(ux))x, (2.0.1)

θt − θxx = f1(ux)θuxt in R+ × Ω, (2.0.2)

u(0, ·) = u0, ut(0, ·) = u1, θ(0, ·) = θ0 on Ω, (2.0.3)

u(t, 0) = u(t, 1) = uxx(t, 0) = uxx(t, 1) = θx(t, 0) = θx(t, 1) = 0 on R+
, (2.0.4)

where Ω = (0, 1). For simplicity, we normalize all the physical coefficients and the length

l to unity. We also consider the initial value problems:

utt + uxxxx = (f1(ux)θ + f2(ux))x, (2.0.5)

θt − θxx = f1(ux)θuxt in R+ × Ω, (2.0.6)

u(0, ·) = u0, ut(0, ·) = u1, θ(0, ·) = θ0 on Ω, (2.0.7)

where Ω = T or R.

The nonlinearity satisfies

f1, f2 ∈ C2(R) (2.0.8)

and

F2(r) ≥ −M for r ∈ R, (2.0.9)

where F2(r) =
∫ s

0
f2(s)ds. The typical and realistic example of f1 and f2 are given by

f1(r) = r and f2(r) = r5 − r3 − r. (2.0.10)
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In this chapter, we prove the unique global existence for (2.0.1)–(2.0.4) and (2.0.5)–

(2.0.7) in the energy class E = H2 × L2 × L1. Theorems 1.1 and 1.2 follow immediately

from the following theorems.

Theorem 2.1 (Unique Local Existence on T). Assume that Ω = T and (2.0.8) hold.

Let p ∈ [4,∞], q ∈ [2, 4] and r ∈ (4/3, 8/5) be arbitrary constants satisfying

1

p
=

1

2
− 1

q
, r > p′,

1

r
+

1

2q′
> 1. (2.0.11)

Then for any (u0, u1, θ0) ∈ E = H2 × L2 × L1, there exists T = T (‖(u0, u1, θ0)‖E) > 0

such that the initial value problem (2.0.5)–(2.0.7) has a unique solution (u, θ) on the time

interval [0, T ], satisfying

u ∈ CT H2(Ω), uxx ∈ Lp
T Lq(Ω),

ut ∈ L∞T L2(Ω), ut ∈ Lp
T Lq(Ω),

θ ∈ CT L1(Ω), θx ∈ Lr
T Lq′(Ω).

(2.0.12)

Theorem 2.2 (Unique Local Existence). Assume that Ω = (0, 1) and (2.0.8) hold.

Let p ∈ [4,∞], q ∈ [2, 4] and r ∈ (4/3, 8/5) be arbitrary constants satisfying the relations

(2.0.11). Then for any (u0, u1, θ0) ∈ E, there exists T = T (‖(u0, u1, θ0)‖E) > 0 such that

the initial boundary value problem (2.0.1)–(2.0.4) has a unique solution (u, θ) on the time

interval [0, T ], satisfying (2.0.12).

Theorem 2.3 (Unique Local Existence on R). Assume that Ω = R and (2.0.8) hold.

Let p ∈ [4,∞], q ∈ [2,∞] and r ∈ (4/3, 2) be arbitrary constants satisfying

2

p
=

1

2
− 1

q
, r > p′,

1

r
+

1

2q′
> 1. (2.0.13)

Then for any (u0, u1, θ0) ∈ E, there exists T = T (‖(u0, u1, θ0)‖E) > 0 such that the

initial value problem (2.0.5)–(2.0.7) has a unique solution (u, θ) on the time interval [0, T ],

satisfying (2.0.12) with (2.0.13).

Combining these results with the energy conservation law, we obtain the following

global result.

Theorem 2.4 (Global Existence). (i) In addition to the assumptions of Theorem 2.2

(Theorem 2.1, resp.), suppose that (2.0.9) and θ0 ≥ 0 hold. Then the solution for (2.0.1)–

(2.0.4) ((2.0.5)–(2.0.7), resp.) given by Theorem 2.2 (Theorem 2.1, resp.) can be extended

globally in time.

(ii) In addition to the assumptions of Theorem 2.3, suppose that (2.0.10) and θ0 ≥ 0 hold.

Then the solution for (2.0.5)–(2.0.7) given by Theorem 2.3 can be extended globally in

time.
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In Section 2.1, we introduce the several preliminary lemmas. In Sections 2.2, 2.3 and

2.4, we prove Theorems 2.1, 2.2 and 2.3, respectively. In Section 2.5, we prove the global

existence theorem (Theorem 2.4).

2.1 Preliminary Results

In this section, we summarize several lemmas to be used in the proof of theorems.

The key estimates for this result are a space-time estimate for the free solution of the

Schrödinger equation (the so-called Strichartz estimate) and the maximal regularity esti-

mate of the heat equation.

Lemma 2.1.1 (Strichartz Estimate). Let e±it∂2
x be the Schrödinger group on R or T.

(i) Let pi ∈ [4,∞] and qi ∈ [2,∞] satisfy 2
pi

= 1
2
− 1

qi
(i = 1, 2). Then,

‖ e±it∂2
xu0 ; Lp1

T Lq1
x (R)‖ ≤ C‖u0 ; L2

x(R)‖ (2.1.1)

and ∥∥∥∥
∫ t

0

e±i(t−s)∂2
xf(s)ds ; Lp1

T Lq1
x (R)

∥∥∥∥ ≤ C‖ f ; L
p′2
T Lq′2

x (R)‖. (2.1.2)

(ii) Let pi ∈ [4,∞] and qi ∈ [2,∞] satisfy 1
pi

= 1
2
− 1

qi
(i = 1, 2). Then,

‖ e±it∂2
xu0 ; Lp1

T Lq1
x (T)‖ ≤ C‖u0 ; L2

x(T)‖ (2.1.3)

and ∥∥∥∥
∫ t

0

e±i(t−s)∂2
xf(s)ds ; Lp1

T Lq1
x (T)

∥∥∥∥ ≤ C‖ f ; L
p′2
T Lq′2

x (T)‖. (2.1.4)

For the proof of (i), see the literature by Cazenave [12]. For the periodic case (ii), we

refer to [9] or [24].

Lemma 2.1.2 (Maximal Regularity). Let Ω be R or T. For any p, q ∈ (1,∞), we

have ∥∥∥∥ ∂2
x

∫ t

0

e(t−s)∂2
xf(s)ds ; Lp

T Lq
x(Ω)

∥∥∥∥ ≤ C‖ f ; Lp
T Lq

x(Ω)‖, (2.1.5)

where et∂2
x is the heat semigroup on Ω.

For the proof, we refer to the literature by Lemarié-Rieusset [33].
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Proposition 2.1.3 (Lp-Lq Estimate). (i) In the case of T, if 1 ≤ q ≤ p ≤ ∞ and t > 0,

then we have

‖ et∂2
xg ; Lp

x(T)‖ ≤ C
(
1 + t−

1
2
( 1

q
− 1

p
)
)
‖ g ; Lq

x(T)‖ (2.1.6)

and

‖ ∂xe
t∂2

xg ; Lp
x(T)‖ ≤ Ct−

1
2

(
1 + t−

1
2
( 1

q
− 1

p
)
)
‖ g ; Lq

x(T)‖. (2.1.7)

(ii) In the case of R, if 1 ≤ q ≤ p ≤ ∞ and t > 0, then we have

‖ et∂2
xg ; Lp

x(R)‖ ≤ Ct−
1
2
( 1

q
− 1

p
)‖ g ; Lq

x(R)‖ (2.1.8)

and

‖ ∂xe
t∂2

xg ; Lp
x(R)‖ ≤ Ct−

1
2
− 1

2
( 1

q
− 1

p
)‖ g ; Lq

x(R)‖. (2.1.9)

Proof. We first prove the case (i). We notice that the following fundamental estimates

for the analytic semigroup et∂2
x hold

‖ ∂xe
t∂2

xf ; Lp
x‖ ≤ Ct−

1
2‖ f ; Lp

x‖ (2.1.10)

and

‖ et∂2
xf ; Lp

x‖ ≤ C‖ f ; Lp
x‖ (2.1.11)

for any p ∈ [1,∞]. If we obtain

‖ et∂2
xg ; L∞x ‖ ≤ C

(
t−

1
2 + 1

)
‖ g ; L1

x‖, (2.1.12)

then we have (2.1.4) by interpolation with (2.1.7).

We can write the heat kernel G̃t on T as the following form

G̃t =
∞∑

n=−∞
Gt(x + n), (2.1.13)

where the Gt(x) is given by

Gt(x) :=
1√
4πt

e−
|x|2
2πt .

22



Then we have

sup
x∈[0,1]

|G̃t(x)| = C

t1/2
sup

x∈[0,1]

∞∑
n=−∞

exp

(
−|x + n|2

t

)

≤ C

t1/2

∞∑
n=0

sup
x∈[0,1]

exp

(
−|x + n|2

t

)

≤ C

t1/2

∞∑
n=0

exp

(
−|n|

2

t

)

≤ C

t1/2

(
1 +

∫ ∞

0

exp

(
−x2

t

)
dx

)

≤ C

t1/2

(
1 +

√
t

∫ ∞

0

exp(−y2)dy

)

≤ C

t1/2
(1 + C

√
t).

Therefore, it holds that

∣∣∣∣
∫

T
G̃t(x− y)g(y)dy

∣∣∣∣ ≤ sup
x∈[−1,1]

|G̃t(x)| ‖ g ; L1
x(T)‖

≤ C sup
x∈[0,1]

|G̃t(x)| ‖ g ; L1
x(T)‖

≤ C

(
1 +

1√
t

)
‖ g ; L1

x‖.

Then we have the desired estimate (2.1.12), and hence we obtain (2.1.6).

In an argument similar to above, we prove (2.1.7). By (2.1.11), it is sufficient to prove

‖∂xe
t∂2

xg ; L∞x ‖ ≤
C

t1/2

(
1 +

1

t1/2

)
‖ g ; L1

x‖. (2.1.14)

By (2.1.13), we have

∂xG̃t =
∞∑

n=−∞

C

t3/2
|x + n| exp

(
−|x + n|2

t

)
.
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Then it follows that

sup
x∈[0,1]

|∂xG̃t(x)| ≤ C

t
sup

x∈[0,1]

∞∑
n=−∞

{ |x + n|
t1/2

exp

(
−|x + n|2

t

)}

≤ C

t

∞∑
n=0

sup
x∈[0,1]

{ |x + n|
t1/2

exp

(
−|x + n|2

t

)}

=
C

t

[ I(
√

t/2)∑
n=0

sup
x∈[0,1]

{ |x + n|
t1/2

exp

(
−|x + n|2

t

)}

+
∞∑

n=I(
√

t/2)+1

sup
x∈[0,1]

{ |x + n|
t1/2

exp

(
−|x + n|2

t

)} ]
,

where I(x) denotes the integral part of x, i.e., I(x) is the integer n satisfying n ≤ x < n+1.

Noting that x/t · exp(−x2/t) attains the maximum value
√

1/2e at x =
√

t/2 and is

monotone decreasing for x >
√

t/2, we have

I(
√

t/2)∑
n=0

sup
x∈[0,1]

{ |x + n|
t1/2

exp

(
−|x + n|2

t

)}
≤

(
1

2e

)1/2
(√

t

2
+ 1

)

≤ C(
√

t + 1),

and
∞∑

n=I(
√

t/2)+1

sup
x∈[0,1]

{ |x + n|
t1/2

exp

(
−|x + n|2

t

)}
≤

∫ ∞
√

t
2

x

t1/2
exp

(
−x2

t

)
dx

≤ C.

Consequently, we arrive at

sup
x∈[0,1]

|∂xG̃t(x)| ≤ C

t

(
(
√

t + 1) + C
)

≤ C

t1/2

(
1 +

1

t1/2

)
,

which implies the desired inequality (2.1.14). For the proof of the case (ii), we refer to

[13]

Remarks. (i) One could place other numbers of derivative in (2.1.7).

(ii) In this thesis, since these estimates in time global setting are not needed, we may

regard these estimates as the following well-known inequality:

‖ et∂2
xg ; Lp

x(T)‖ ≤ Ct−
1
2
( 1

q
− 1

p
)‖ g ; Lq

x(T)‖
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and

‖ ∂xe
t∂2

xg ; Lp
x(T)‖ ≤ Ct−

1
2
− 1

2
( 1

q
− 1

p
)‖ g ; Lq

x(T)‖.
Next, we formulate the estimates obtained by using the Gagliardo-Nirenberg inequal-

ity. We shall make frequent use of the following lemmas in this chapter.

Lemma 2.1.4 (Leibniz’s Rule). If s ≥ 1 is any integer and 1
p

= 1
q1

+ 1
r1

= 1
q2

+ 1
r2

, then

‖ ∂s
x(fg) ; Lp

x‖ ≤ C(‖ ∂s
xf ; Lq1‖‖ g ; Lr1

x ‖+ ‖ f ; Lq2
x ‖‖ ∂s

xg ; Lr2‖).
Proof. This is easy consequence of the Leibniz rule ∂s

x(fg) =
∑

s1+s2=s(∂
s1
x f∂s2

x g) and the

Gagliardo-Nirenberg inequality.

Next we introduce a useful lemma.

Lemma 2.1.5. Let Ω be R or T. If the assumption

Fq,r(a, b) :=

(
1 +

1

q

)
1

a
+

1

rb
− 1

r
≥ 0 (2.1.15)

holds for a, b, q, r ∈ [1,∞], then we have

‖ f ; La
T Lb

x(Ω)‖ ≤ CT δ‖ f ; L∞T L1
x(Ω)‖1−σ‖ fx ; Lr

T Lq′
x (Ω)‖σ, (2.1.16)

where

δ = δq,r(a, b) =
b

b− 1
Fq,r(a, b),

σ = σq(b) =
(b− 1)q

(q + 1)b
.

Proof. By the Gagliardo-Nirenberg inequality we have

‖ θ ; Lb
x‖ ≤ C‖ θ ; L1

x‖1−σ‖ θx ; Lq′
x ‖σ.

Therefore, we have

‖ f ; La
T Lb

x‖ ≤ C
∥∥∥ ‖ f ; L1

x‖1−σ‖ fx ; Lq′
x ‖σ ; La

T

∥∥∥
≤ C‖ f ; L∞T L1

x‖1−σ
∥∥∥‖ fx ; Lq′

x ‖σ ; La
T

∥∥∥
≤ C‖ f ; L∞T L1

x‖1−σ‖ fx ; Laσ
T Lq′

x ‖σ.

It follows from the assumption (2.1.15) that

1

aσ
− 1

r
=

b

b− 1

(
q + 1

aq
− b− 1

rb

)
=

b

b− 1
Fq,r(a, b) ≥ 0.

Then it follows that

‖ fx ; Laσ
T Lq′

x ‖ ≤ CT
1

aσ
− 1

r ‖ fx ; Lr
T Lq′

x ‖ = CT δ‖ fx ; Lr
T Lq′

x ‖,
which completes the proof.
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2.2 Local Existence on T

In this section, we prove the local existence for the problem (2.0.5)–(2.0.6) with Ω = T.

We denote by f̂(k) the Fourier coefficient of the function f with respect to the space

variable, i.e.,

f̂(k) =

∫ 1

0

e−2πixkf(x)dx.

We write F := f1(ε)θ + f2(ε), where ε := ux. Since F̂ (0) does not depend on x, the

equation (2.0.1) can be rewritten as follows:

utt + uxxxx = {F − F̂ (0)}x. (2.2.1)

Differentiating both sides of (2.2.1) for sufficiently smooth solutions u, we can derive the

equation of ε as:

εtt + εxxxx = {F − F̂ (0)}xx. (2.2.2)

Here for any f such that f̂(0) = 0, we define ∂−2
x by

∂−2
x f(x) = −

∑

k 6=0

e2πikx

(2πk)2
f̂(k).

We note that ε̂(0) = 0 and ε̂t(0) = 0 by the definition of ε. Putting

ε± := ε± i∂−2
x εt,

we have

∂tε = εt ± i∂−2
x εtt

= εt ± i∂−2
x

{
−(∂x)

4ε + ∂2
x(F − F̂ (0))

}

= εt ∓ i∂2
xε± i(F − F̂ (0))

= ∓i∂2
x(ε± i∂−2

x εt)± i(F − F̂ (0)).

(2.2.3)

Then (2.2.2) is reduced to the following Schrödinger type equations:

∂tε
± = ∓i∂2

xε
± ± i{F − F̂ (0)}.

Noticing that

εt =
∂2

x

2i
(ε+ − ε−), (2.2.4)

this transformation is useful for the estimate of εt.
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We first show the time local existence and uniqueness of solution (ε+, ε−, θ) with

ε̂±(0) = 0 in the space H1 ×H1 × L1. We set

‖ε±‖S := ‖ ε± ; L∞T H1
x‖+ ‖ ∂xε

± ; Lp
T Lq

x‖,
‖θ‖H := ‖ θ ; L∞T L1

x‖+ ‖ ∂xθ ; Lr
T Lq′

x ‖.

Given L > 0, we define the space

XL
T = {(ε+, ε−, θ) | ‖(ε+, ε−, θ)‖XT

:= ‖ε+‖S + ‖ε−‖S + ‖θ‖H ≤ L}

and the operator Λ : (ε+, ε−, θ) 7→ (Λ+ε+, Λ−ε−, ΛHθ) is defined by

Λ±ε± = e±it∂2
xε±(0)± i

∫ t

0

e±i(t−s)∂2
x(F − F̂ (0))ds, (2.2.5)

ΛHθ = et∂2
xθ0 +

∫ t

0

e(t−s)∂2
x(f1(ux)θutx)(s)ds. (2.2.6)

We shall prove that the operator Λ is a contraction of XL
T into itself for an appropriate

choice of L and T . Without loss of generality we may assume T < 1. We note that

ε±(0, x) and (F − F̂ (0)) have average zero, therefore, so do Λ±ε±.

For the linear part of (2.2.5), it follows from (2.1.3) that

‖e±it∂2
xε±(0)‖S ≤ ‖ e±it∂2

xε±(0) ; L∞T H1
x‖+ ‖ ∂xe

±it∂2
xε±(0) ; Lp

T Lq
x‖

≤ C(‖u0 ; H2‖+ ‖u1 ; L2‖).

Since by the embedding inequality ‖ ε ; L∞x ‖ ≤ CL, we have

‖ f
(j)
i (ε) ; L∞T,x‖ ≤ sup

|r|∈CL

|f (j)
i (r)| ≤ C(L) (2.2.7)

for i = 1, 2 and j = 0, 1, 2. By (2.0.11) we have

Fq,r

(
rp

p− r
,

q

q − 2

)
=

(
1− 1

q

)
1

r
− 1

p

(
1 +

1

q

)

>
1

2

(
1− 1

q

)(
1 +

1

q

)
−

(
1

2
− 1

q

)(
1 +

1

q

)

=
1

2q

(
1 +

1

q

)

> 0.

(2.2.8)

Then it follows from (2.1.16) and (2.2.7) that

‖ ∂x(f1(ε)θ) ; Lν
T Lq′

x ‖ ≤ CT
1
ν
− 1

r

(‖ θx ; Lr
T Lq′

x ‖‖ f1(ε) ; L∞T,x‖
+ ‖ θ ; L

rp
p−r

T L
q

q−2
x ‖‖ εx ; Lp

T Lq
x‖‖ f ′1(ε) ; L∞T,x‖

)

≤ C(L)T
1
ν
− 1

r (‖θ‖H‖ε‖S + ‖θ‖H),

(2.2.9)
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for ν ∈ [p′, r], and

‖ ∂x(f2(ε)) ; L∞T L2
x‖ ≤ C‖ f ′2(ε) ; L∞T,x‖‖ εx ; L∞T L2

x‖
≤ C(L)‖ε‖S.

(2.2.10)

For the nonlinear part, by (2.1.4), (2.1.16), (2.2.9) and (2.2.10), we have

∥∥∥∥
∫ t

0

e±i(t−s)∂2
x(F (s)− F̂ (0))ds

∥∥∥∥
S

≤
∥∥∥∥

∫ t

0

e±i(t−s)∂2
x(F (s)− F̂ (0))ds ; L∞T H1

x

∥∥∥∥

+

∥∥∥∥ ∂x

∫ t

0

e±i(t−s)∂2
x(F (s)− F̂ (0))ds ; Lp

T Lq
x

∥∥∥∥
≤ C‖ ∂x(f1(ε)θ) ; Lp′

T Lq′
x ‖+ C‖ ∂xf2(ε) ; L1

T L2
x‖

≤ CT
1
ν
− 1

r ‖ ∂x(f1(ε)θ) ; Lν
T Lq′

x ‖+ CT‖ ∂xf2(ε) ; L∞T L2
x‖

≤ C(L)T
1
ν
− 1

r (‖θ‖H‖ε‖S + ‖ε‖S).

Therefore, noting that ε = ε+ + ε− holds, we obtain the following estimate

‖Λ±ε±‖S ≤ C(‖u0‖H2 + ‖u1‖L2) + C(L)T
1
ν
− 1

r (‖ε±‖S‖θ‖H + ‖θ‖H + ‖ε±‖S). (2.2.11)

Next, we estimate the heat equation (2.0.6). It follows from Lemma 2.1.3 that

‖ ∂xe
t∂2

xθ0 ; Lr
T Lq′

x ‖ ≤
(∫ T

0

C

t(1−1/2q′)r ‖ θ0 ; L1
x‖rdt

)1/r

≤ CT
1
r
+ 1

2q′−1‖ θ0 ; L1
x‖

for 1
r

+ 1
2q′ > 1. We can split the nonlinear term into the four parts as follows:

∥∥∥∥
∫ t

0

e(t−s)∂2
x(utxθf1(ε))(s)ds

∥∥∥∥
H

≤
∥∥∥∥

∫ t

0

e(t−s)∂2
xut(s)(θf1(ε))x(s)ds ; L∞T L1

x

∥∥∥∥

+

∥∥∥∥ ∂x

∫ t

0

e(t−s)∂2
xut(s)(θf1(ε))x(s)ds ; Lr

T Lq′
x

∥∥∥∥

+

∥∥∥∥
∫ t

0

e(t−s)∂2
x(utθf1(ε))x(s)ds ; L∞T L1

x

∥∥∥∥

+

∥∥∥∥ ∂x

∫ t

0

e(t−s)∂2
x(utθf1(ε))x(s)ds ; Lr

T Lq′
x

∥∥∥∥
:= I1,1 + I1,2 + I2,1 + I2,2.
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Using the Hölder inequality, the Hardy-Littlewood-Sobolev inequality and (2.2.9), we have

I1,2 ≤
∥∥∥∥∥
∫ t

0

C

(t− s)
1− 1

2q′
‖ (ut(θf1(ε))x)(s) ; L1

x‖ds ; Lr
T

∥∥∥∥∥

≤ CT
1
4

∥∥∥∥∥
∫ t

0

1

(t− s)
1+ 1

2q′
‖ (ut(θf1(ε))x)(s) ; L1

x‖ds ; L
4r

4−r

T

∥∥∥∥∥

≤ CT
1
4‖ut(θf1(ε))x ; L

pr
p+r

T L1
x‖

≤ CT
1
4‖ut ; Lp

T Lq
x‖‖ (θf1(ε))x ; Lr

T Lq′
x ‖

≤ CT
1
4‖ε±‖2

S‖θ‖H

for r, p and q satisfying (2.0.11). Similarly, by (2.2.9) we have

I1,1 ≤ ‖ ut(θf1(ε))x ; L1
T L1

x‖
≤ ‖ ut ; Lp

T Lq
x‖‖ (θf1(ε))x ; Lp′

T Lq′
x ‖

≤ C(L)T
1
p′−

1
r (‖ε±‖2

S‖θ‖H + ‖ε±‖S‖θ‖H).

Since by (2.0.11) we have

Fq,r

(
8

3
, 2

)
=

(
1 +

1

q

)
3

8
− 1

2r

>
1

8

(
1− 1

q

)
> 0,

it follows from the Hölder inequality and (2.1.16) that

I1,2 ≤
∥∥∥∥
∫ t

0

C

(t− s)1/2
‖utθf1(ε) ; L1

x‖ds ; L∞T

∥∥∥∥

≤ CT
1
8‖utθf1(ε) ; L

8
3
T L1

x‖
≤ CT

1
8‖ut ; L∞T L2

x‖‖ θ ; L
8
3
T L2

x‖‖ f1(ε) ; L∞T,x‖
≤ C(L)T

1
4‖ε±‖S‖θ‖H .

By (2.1.5) and (2.2.8) we have

I2,2 ≤ C‖utθf1(ε) ; Lr
T Lq′

x ‖
≤ C‖ut; L

p
T Lq

x‖‖ θ ; L
pr

p−r

T L
q

q−2
x ‖‖ f1(ε) ; L∞T,x‖

≤ C(L)T
1
4‖ε±‖S‖θ‖H .

Then, combining these estimates, we obtain the following estimate:

‖ΛHθ‖H ≤ C‖θ0; L
1
x‖+ CT κ(‖θ‖H‖ε±‖2

S + ‖θ‖H‖ε±‖S), (2.2.12)
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where κ := min
{

1
p′ − 1

r
, 1

4

}
. Consequently, from (2.2.11) and (2.2.12), we arrive at

‖Λ(ε+, ε−, θ)‖XT
≤ C(‖ ε±(0) ; H1‖+ ‖ θ0 ; L1‖)

+ CT κh(‖(ε+, ε−, θ)‖XT
)‖(ε+, ε−, θ)‖XT

,
(2.2.13)

where h(r) := 1 + r + r2.

Here, it follows from the mean value theorem and (2.2.7) that

‖f (j)
i (ε)− f

(j)
i (ε̃); Lp‖ ≤

∥∥∥∥ |ε− ε̃|
∫ 1

0

f
(j+1)
i (sε + (1− s)ε̃)ds ; Lp

∥∥∥∥ ≤ C‖ε− ε̃ ; Lp‖

for i = 1, 2 and j = 0, 1. By using this, we obtain

‖Λ(ε+,ε−, θ)− Λ(ε̃+, ε̃−, θ̃)‖XT

≤ CT κ
(
h(‖(ε+, ε−, θ)‖XT

) + h(‖(ε̃+, ε̃−, θ̃)‖XT
)
)

× ‖(ε+, ε−, θ)− (ε̃+, ε̃−, θ̃)‖XT
.

(2.2.14)

Hence, it is sufficient to choose L = 2C(‖u0‖H2 , ‖u1‖L2 , ‖θ‖L1) and T such that

C(L)T κ
(
h(‖(ε+, ε−, θ)‖XT

) + h(‖(ε̃+, ε̃−, θ̃)‖XT
)
) ≤ 1

2
(2.2.15)

to obtain from (2.2.13) that Λ maps XL
T into itself. The inequality (2.2.14) implies that

under the same restrictions (2.2.15) on L and T , the mapping Λ is a contraction on XL
T .

The contraction mapping principle shows the existence of a unique solution in the ball

‖(ε+, ε−, θ)‖XT
≤ L. To prove the uniqueness in the whole of the space, it is enough to

take T sufficiently small. Then the solution (ε+, ε−, θ) ∈ H1 × H1 × L1 with ε̂±(0) = 0

is obtained and this also means the existence of (ε, θ) ∈ H1 × L1 with ε̂(0) = 0 because

ε = ε+ + ε−.

Finally, we verify that the unique existence of ε ∈ H1 leads to that of u ∈ H2. We

can expand ε into the trigonometric series:

ε(x) =
∑

k 6=0

ε̂(k)e2πikx.

Then if û(0) is obtained, u can be written as

u =
∑

k 6=0

ε̂(k)

2πik
e2πikx + û(0).

Obviously the first term of the right hand side converges. The remaining problem is how

û(0) should be determined. Since ûtt(0) = 0 by (2.2.1), we have

û(0) = tû1(0) + û0(0). (2.2.16)
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It is also necessary to show u ∈ H2. It follows from the Poincaré inequality that

∥∥u− û(0) ; L2
x

∥∥ ≤ ‖ ε ; L2
x‖.

Then it follows from (2.2.13) that ‖u ; L2
x‖ ≤ C (0 ≤ t ≤ T ). This implies u ∈ H2.

We have completed the proof of the local existence for the problem (2.0.5)–(2.0.6) with

Ω = T.

2.3 Initial Boundary Value Problem

In this section, we prove Theorem 2.2 for the initial boundary value problem (2.0.1)–

(2.0.4). We first define the operator A such that

A = ∂2
x

and

D(A) = {f ∈ H2 | fx(0) = fx(1) = 0}.
In this section, we denote f̂(k) by the coefficient of the Fourier cosine expansion of f , i.e.

f̂ = 2

∫ 1

0

f(x) cos 2πkxdx.

As in Section 2.2, we restate the equation (2.0.1). Differentiating both sides of (2.0.1)

and putting ε := ux, the equation can be written as follows:

εtt + εxxxx = (F − F̂ (0))xx. (2.3.1)

Notice that we can expand

ε =
∑

k≥1

ε̂(k) cos 2πkx.

For any f such that f̂(0) = 0, we define the inverse map of A by

A−1ε = −
∑

k≥1

cos 2πkx

(2πk)2
ε̂(k).

By the boundary condition (2.0.4), we have

Fx

∣∣
x={0,1} = (f ′1(ε)εxθ + f1(ε)θx + f ′2(ε)εx)

∣∣
x={0,1} = 0, (2.3.2)

utt

∣∣
x={0,1} = 0.
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Then the smooth solution of the equation (2.0.1) satisfies

uxxxx(t, 0) = uxxxx(t, 1) = 0.

Therefore the boundary condition of (2.3.1) is made into

εx(t, 0) = εx(t, 1) = 0,

εxxx(t, 0) = εxxx(t, 1) = 0.
(2.3.3)

Next, put ε± := ε± iA−1εt. Observing (2.3.2) and (2.3.3),

∂tε
± = εt ± iA−1εtt

= εt ± iA−1
{
−A2ε + A(F − F̂ (0))

}

= εt ∓ iAε± i(F − F̂ (0))

= ∓iA(ε± iA−1εt)± i(F − F̂ (0))

= ∓iAε± ± i(F − F̂ (0)).

Then, (2.3.1) and (2.3.3) are rewritten as the following form:




∂tε
± = ∓i∂2

xε
± ± i(F − F̂ (0)),

ε±x (t, 0) = ε±x (t, 1) = 0.

We can prove similar results to Propositions 2.1.1, 2.1.2 and 2.1.3 under the Neumann

boundary condition.

Proposition 2.3.1. Let pi ∈ [4,∞] and qi ∈ [2, 4] satisfy 1
pi

= 1
2
− 1

qi
(i = 1, 2). Then,

we have

‖ e±itAu0 ; Lp1

T Lq1
x (0, 1)‖ ≤ C‖u0 ; L2

x(0, 1)‖ (2.3.4)

and ∥∥∥∥
∫ t

0

e±i(t−s)Af(s)ds ; Lp1

T Lq1
x (0, 1)

∥∥∥∥ ≤ C‖ f ; L
p′2
T Lq′2

x (0, 1)‖. (2.3.5)

Proof. Note that ε := e±itAε0(x) is the solution of the initial boundary value problem:




εt = ±i∂2
xε,

εx(t, 0) = εx(t, 1) = 0,

ε(0, x) = ε0(x).

Let ε̃ be an extension of ε as an even function on R, i.e.,

ε̃(2m± x) = ε(x),
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where m ∈ Z and x ∈ [0, 1]. Then we can prove the estimate on a torus of period 2, that

is, (R/2Z). If we restrict the estimate to [0, 1], the desired estimate (2.3.4) is obtained.

Similarly, we can obtain (2.3.5).

By the same idea, we can show the following two propositions.

Proposition 2.3.2. For any p, q ∈ (1,∞), we have
∥∥∥∥ ∂2

x

∫ t

0

e(t−s)Af(s)ds ; Lp
T Lq

x(0, 1)

∥∥∥∥ ≤ C‖ f ; Lp
T Lq

x(0, 1)‖. (2.3.6)

Proposition 2.3.3. If 1 ≤ q ≤ p ≤ ∞ and t > 0, then we have

‖ etAg ; Lp
x‖ ≤ C

(
1 + t−

1
2
( 1

q
− 1

p
)
)
‖ g ; Lq

x‖ (2.3.7)

and

‖ ∂xe
tAg ; Lp

x‖ ≤ Ct−
1
2

(
1 + t−

1
2
( 1

q
− 1

p
)
)
‖ g ; Lq

x‖. (2.3.8)

As in Section 2.2, we can prove the local existence of the solution (ε+, ε−, θ) (namely,

(ε, θ)). Thus it remains to verify the existence of u ∈ H2. Obviously u can be determined

uniquely because of the boundary condition (2.0.4), and the Poincaré inequality implies

‖u ; L2‖ ≤ C‖ ε ; L2‖.

This assures that u ∈ H2, which completes the proof.

2.4 Local Existence on R

In this section, we prove the local existence and uniqueness for the problem (2.0.5)–

(2.0.7) in the case of Ω = R (Theorem 2.3). We give a slightly different proof from the

one of Theorem 2.2.

To shorten notation, we write F := (f1(ux)θ + f2(ux)). Putting

u± := u± i(1− ∂2
x)
−1ut, (2.4.1)

we restate the equation (2.0.1) as follows:

∂tu
± = ut ± i(1− ∂2

x)
−1utt

= ut ± i(1− ∂2
x)
−1 {−uxxxx + Fx}

= ut ± i(1− ∂2
x)
−1

{−(1− ∂2
x)

2u + Fx − 2∂2
xu + u

}

= ut ∓ i(1− ∂2
x)u± i(1− ∂2

x)
−1

{
Fx − 2∂2

xu + u
}

= ∓i(1− ∂2
x)u

± ± i(1− ∂2
x)
−1

{
Fx − 2∂2

xu + u
}

.

33



Then the equation (2.0.1) is reduced to the following Schrödinger type equations

∂tu
± = ±i∂2

xu
± ± F̃ ,

where we set

F̃ = i(1− ∂2
x)
−1

(
Fx − 2∂2

xu + u
)− iu±

Notice that since

ut =
1− ∂2

x

2i
(u+ − u−), (2.4.2)

the transformation (2.4.1) is useful for the estimate of ut.

We set

‖u±‖eS := ‖u± ; L∞T H2
x‖+ ‖ ∂2

xu
± ; Lp

T Lq
x‖,

‖θ‖H := ‖ θ ; L∞T L1
x‖+ ‖ ∂xθ ; Lr

T Lq′
x ‖.

We show the time local existence and uniqueness of solution (u+, u−, θ) in the space

H2 ×H2 × L1. For L > 0 to be determined later, we define the space

X̃L
T = {(u+, u−, θ)| ; ‖(u+, u−, θ)‖ eXT

:= ‖u+‖eS + ‖u−‖eS + ‖θ‖H ≤ L},

The operator Λ : (u+, u−, θ) 7→ (Λ̃+u+, Λ̃−u−, ΛHθ) is defined by

Λ̃±u± = e±it∂2
xu±(0)± i

∫ t

0

e±i(t−s)∂2
xF̃ (s)ds, (2.4.3)

ΛHθ = et∂2
xθ0 +

∫ t

0

e(t−s)∂2
x(f1(ux)θutx)(s)ds. (2.4.4)

We shall prove that for an appropriate choice of L and T , the operator Λ is a contraction

of X̃L
T into itself. Without loss of generality we may assume T < 1.

For the linear part, it follows from (2.1.1) that

‖e±it∂2
xu±(0)‖eS ≤ ‖ e±it∂2

xu±(0) ; L∞T H2
x‖+ ‖ ∂2

xe
±it∂2

xu±(0) ; Lp
T Lq

x‖
≤ C‖u±(0); H2‖.

By (2.0.13) we have

Fq,r

(
rp

r − p
,

q

q − 2

)
=

(
1− 1

q

)
1

r
− 1

p

(
1 +

1

q

)

>
1

2

(
1− 1

q

)(
1 +

1

q

)
− 1

2

(
1

2
− 1

q

)(
1 +

1

q

)

=
1

4

(
1 +

1

q

)

> 0.

(2.4.5)
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Then it follows from (2.1.16) that

‖ (f1(ux)θ)x ; Lν
T Lq′

x ‖ ≤ CT
1
ν
− 1

r

(
‖ θx ; Lr

T Lq′
x ‖‖ f1(ux) ; L∞T,x‖

+ ‖ θ ; L
rp

p−r

T L
q

q−2
x ‖‖uxx ; Lp

T Lq
x‖‖ f ′1(ux) ; L∞T,x‖

)

≤ CT
1
ν
− 1

r ‖θ‖H‖u‖eS,

(2.4.6)

for ν ∈ [p′, r]. We remark that ∂2
x(1− ∂2

x)
−1 and (1− ∂2

x)
−1 are Lq-bounded operators for

any q ∈ (1,∞) because ∂2
x admits a bounded H∞-calculus (see [18]). By (2.1.2), (2.4.6)

and the Sobolev inequality, we have
∥∥∥∥
∫ t

0

e±i(t−s)∂2
xF̃ (s)ds

∥∥∥∥eS
≤ C

(
‖ ∂2

x(1− ∂2
x)
−1(f1(ux)θ)x ; Lp′

T Lq′
x ‖

+ ‖ ∂2
x(1− ∂2

x)
−1((f2(ux))x − 2uxx + u + ∂2

xu
±) ; L1

T L2
x‖

)

≤ C
(‖ (f1(ux)θ)x ; Lp′

T Lq′
x ‖+ T‖u± ; L∞T H2

x‖
)

≤ C
(
T

1
p′−

1
r ‖u±‖eS‖θ‖H + T‖u±‖eS

)
.

Therefore, we obtain the following estimate,

‖ Λ̃±u±‖eS ≤ C‖u±(0) ; H1‖+ CT κ(‖u±‖eS‖θ‖H + ‖u±‖eS), (2.4.7)

where κ := min
{

1
p′ − 1

r
, 1

}
.

Note that (2.4.5) and

Fq,r

(
8

3
, 2

)
=

(
1 +

1

q

)
3

8
− 1

2r
>

1

8q
> 0.

Then the estimate for the heat equation (2.4.4) follows from the same calculation as that

in the proof of Section 2.2. Therefore, we have

‖ΛHθ‖H ≤ C‖ θ0 ; L1
x‖+ CT κ‖θ‖H‖u±‖2

eS. (2.4.8)

Consequently, from (2.4.7) and (2.4.8), we arrive at

‖Λ(u+, u−, θ)‖ eXT
≤ C(‖u±(0) ; H2‖+ ‖ θ0 ; L1‖)

+ CT κh(‖(u+, u−, θ)‖ eXT
)‖(u+, u−, θ)‖ eXT

,
(2.4.9)

where h(r) = 1 + r + r2. Similarly we have

‖Λ(u+, u−, θ)− Λ(ũ+, ũ−, θ̃)‖ eXT

≤ CT κ
[
h(‖(u+, u−, θ)‖ eXT

) + h(‖(ũ+, ũ−, θ̃)‖ eXT
)
]

× ‖(u+, u−, θ)− (ũ+, ũ−, θ̃)‖ eXT
.

(2.4.10)
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Hence it is sufficient to take L = 2C(‖u±(0) ; H2‖ + ‖ θ0 ; L1‖) and T such that

CT κh(L) ≤ 1
2

to obtain from (2.4.9) that Λ maps X̃L
T into itself. The inequality (2.4.10)

implies that under the same restrictions on L and T , the mapping Λ is a contraction on

X̃L
T . The contraction mapping principle shows the existence of a unique solution within

the ball ‖(u+, u−, θ)‖ eX ≤ L. To prove the uniqueness in the whole of the space, it is

enough to take T sufficiently small. Then the solution (u+, u−, θ) ∈ H2 × H2 × L1 is

obtained, and hence this also means the existence and uniqueness of (u, θ) ∈ H2 × L1

because u = u+ + u−. We have completed the proof.

2.5 Global Existence

In this section, we prove Theorem 2.4. We first consider the case of periodic boundary

conditions. For the smooth solution (u, θ), multiplying (2.0.5) by ut, we have

1

2

d

dt
(‖ut(t) ; L2

x‖2+‖uxx(t) ; L2
x‖2) =

∫

T
[f1(ux)θ + f2(ux)]xutdx

= −
∫

T
[f1(ux)θ + f2(ux)]utxdx

= −
∫

T
f1(ux)θutxdx− d

dt

∫

T
F2(ux)dx.

(2.5.1)

Integrating (2.0.6) over T, we have

d

dt

∫

T
θ(t)dx =

∫

T
f1(ux)θutxdx. (2.5.2)

Adding (2.5.1) to (2.5.2) yields

d

dt

(
1

2
‖ut(t) ; L2

x‖2 +
1

2
‖uxx(t) ; L2

x‖2 +

∫

T
θ(t)dx +

∫

T
F2(ux)(t)dx

)
= 0. (2.5.3)

Integrating (2.5.3) with respect to the time variable, we have

1

2
‖ut(t) ; L2

x‖2 +
1

2
‖uxx(t) ; L2

x‖2 +

∫

T
θ(t)dx ≤ 1

2
‖u1 ; L2

x‖2 +
1

2
‖u0 ; H2

x‖2 +

∫

T
θ0dx

+

∫

T
F2(∂xu0)dx + M.

Next, in the case of Ω = R, the same calculation as above yields

d

dt

(
1

2
‖ut(t) ; L2

x‖2 +
1

2
‖uxx(t) ; L2

x‖2 +

∫

R
θ(t)dx

+

∫

R

(1

6
u6

x −
1

4
u4

x −
1

2
u2

x

)
(t)dx

)
= 0.

(2.5.4)
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Here we note that

1

2
‖ux ; L2

x‖2 ≤ C‖u ; L2
x‖‖uxx ; L2

x‖

≤ 1

8
‖uxx ; L2

x‖2 + C‖u ; L2
x‖2,

1

4
‖ux ; L4

x‖4 ≤ 1

6
‖ux ; L6

x‖6 + C‖ux ; L2
x‖2

≤ 1

6
‖ux ; L6

x‖6 +
1

8
‖uxx ; L2

x‖2 + C‖u ; L2
x‖2

and

‖u ; L2
x‖2 =

∥∥∥∥u0 +

∫ t

0

us(s)ds ; L2
x

∥∥∥∥
2

≤ C‖u0 ; L2
x‖2 + C

∫ t

0

‖us(s) ; L2
x‖2ds.

Therefore, integrating (2.5.4) over [0, t], we have

1

2
‖ut(t) ; L2

x‖2 +
1

4
‖uxx(t) ; L2

x‖2 +

∫

R
θ(t)dx

≤ 1

2
‖u1 ; L2

x‖2 + C‖u0 ; H2‖2 +

∫

R
θ0dx + C

∫ t

0

‖us(s) ; L2
x‖2ds.

Hence, if θ ≥ 0 holds, then by the Gronwall inequality we obtain

1

2
‖ut(t) ; L2

x‖2 +
1

4
‖uxx(t) ; L2

x‖2 + ‖ θ(t) ; L1
x‖ ≤ C(T, ‖(u0, u1, θ0)‖E).

These formal calculations can be justified by the following Lemma 2.5.1, which is

concerned with the regularized approximation of weak solution. From now on, we only

prove the problem of periodic boundary conditions (obviously the proof of other cases

follows from a modification similar to this case). We denote Hs+2 ×Hs ×W s
1 by ∂s

xE.

Lemma 2.5.1. Let p, q ∈ [2, 4] and r be fixed satisfying (2.0.11). Assume that f1, f2 ∈
Cs+2 where s ≥ 1 is any integer. Then for any (u0, u1, θ0) ∈ ∂s

xE, there exists T =

T (‖(u0, u1, θ0)‖E) > 0 such that the problem (2.0.4)–(2.0.7) has a unique solution (u, θ)

on the time interval [0, T ], satisfying

u ∈ CT Hs+2(T) ∩ Lp
T W s+2

q (T),

∂tu ∈ L∞T Hs(T) ∩ Lp
T W s

q (T),

θ ∈ CT W s
1 (T), ∂s+1

x θ ∈ Lr
T Lq′(T).

(2.5.5)
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Moreover, for any T ′ with 0 < T ′ < T , there exists η = η(‖(u0, u1, θ0)‖E, ‖f1‖Cs+2 , ‖f2‖Cs+2) >

0 such that the map ũ0 7→ ũ(t) from

{
(ũ0, ũ1, θ̃0,f̃1, f̃2) ∈ ∂s

xE × (Cs+2
loc (R))2

∣∣
‖(u0, u1, θ0, f1, f2)− (ũ0, ũ1, θ̃0, f̃1, f̃2)‖∂s

xE×(Cs+2
loc (R))2 < η

}

into the class defined by (2.5.5) with T ′ instead of T is Lipschitz, where T is the existence

time of solution given above for (u0, u1, θ0, f1, f2) and ũ is a solution of (2.0.5)–(2.0.7) for

(ũ0, ũ1, θ̃0, f̃1, f̃2).

Proof. As in the proof of Theorem 2.1, we prove the unique local existence of sufficiently

smooth solution. Using Lemma 2.1.4, we can obtain the following estimates

‖∂s
xΛ(ε+, ε−,θ)‖XT

≤ C(‖u0‖Hs+2 , ‖u1‖Hs , ‖θ‖W s,1)

+ CT κh(‖(ε+, ε−, θ)‖XT
)‖∂s

x(ε
+, ε−, θ)‖XT

and

‖∂s
x{Λ(ε+, ε−, θ)− Λ(ε̃+, ε̃−, θ̃)}‖XT

≤ CT κ
(
h(‖(ε+, ε−, θ)‖XT

) + h(‖(ε̃+, ε̃−, θ̃)‖XT
)
)

× ‖∂s
x{(ε+, ε−, θ)− (ε̃+, ε̃−, θ̃)}‖XT

.

Therefore taking the same local time T as in the proof of Theorem 2.1, we can show the

local existence result. The continuous dependence of the solution upon the data in the

L∞(0, T ; ∂s
xE)-norm follows from a similar argument.

In order to regard the third term of the right hand side of (2.5.3) as L1-norm of θ, we

give a claim related to a sign property for the temperature θ.

Proposition 2.5.2 (Maximum Principle). If θ0 ≥ 0 then the solution θ of (2.0.5)–

(2.0.7) satisfies θ ≥ 0 a.e. on [0, T ]× T.

Proof. The smooth solution satisfies the maximum principle (e.g. [2]). Therefore, ap-

proximating the energy class solution by smooth solutions with the relation:

(u0n, u1n, θ0n, f1n, f2n) → (u0, u1, θ0, f1, f2) in E × (C2
loc(R))2,

we obtain the desired result. We observe that the local existence time depends only on

the energy norm of the data (‖(u0, u1, θ0)‖E) by Lemma 2.5.1. This means that the local

existence time T does not tend to 0 as n → 0.
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Combining this proposition with the energy conservation law (2.5.3), we obtain

‖(u(t), ut(t), θ(t))‖E ≤ C(‖(u0, u1, θ0)‖E) for 0 ≤ t ≤ T.

Then the solution obtained by Theorem 2.1 can be extended globally in time.

Remark. If we take q = 2 in Theorems 1.1 and 1.2, the Strichartz estimate is not

necessarily needed for the proof. This is because we can take a number p greater than

q in the maximal regularity. In other words, we can say that the smoothing effect of

the heat equation is sufficient for the unique global existence theorem for the problems

(1.1.13) and (1.2.7) with q = 2.
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Chapter 3

Multi-Dimensional Case

Let Ω ⊂ Rn be a bounded domain with a smooth boundary ∂Ω. In this chapter,

we study the following n-dimensional (n = 2 or 3) thermoelastic system with internal

viscosity:

utt + Q2u− νQut = ∇ · [G(θ)F1,ε(ε) + F2,ε(ε)], (3.0.1)

[1− θG′′(θ)F1(ε)]θt −∆θ = θG′(θ)∂tF1(ε) + ν(Aεt) : εt in ΩT = (0, T )× Ω, (3.0.2)

u = Qu = ∇θ · n = 0 on ST = [0, T )× ∂Ω, (3.0.3)

(u(0, ·),ut(0, ·)) = (u0,u1), θ(0, ·) = θ0 ≥ 0 in Ω, (3.0.4)

where n is unit outward normal on ∂Ω. The relation Qu = ∇ · ε(u)A holds between

the second order differential operator Q = µ∆u + (λ + µ)∇(∇ · u) and the fourth order

tensor A = (Aijkl) such that Aijkl := λδijδkl +µ(δikδjl + δilδjk). We assume that the Lamé

constants λ and µ satisfy

µ > 0 and nλ + 2µ > 0. (3.0.5)

We normalize the physical coefficients to unity except the viscosity coefficient ν > 0.

We let ν lie in order to emphasize that we can take ν sufficiently small. We restate the

structure of nonlinearity: F̃ (θ, ε) = G(θ)F1(ε) + F2(ε) satisfies that

(N1) G ∈ C3(R,R) is as follows:

G(θ) =





C1θ if θ ∈ [0, θ1],

ϕ(θ) if θ ∈ [θ1, θ2],

C2θ
r if θ ∈ [θ2,∞),

where ϕ ∈ C3(R,R), ϕ′′ ≤ 0 and C1, C2 are positive constants for some fixed θ1, θ2

satisfying 0 < θ1 < θ2 < ∞. We extend G defined on R as an odd function.
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(N2) F1 ∈ C3(Sym(n,R),R) satisfies that F1(ε) ≥ 0, where Sym(n,R) denotes the set of

all symmetric second order tensors in Rn.

(N3) F2 ∈ C3(Sym(n,R),R) satisfies that F2(ε) ≥ −C3, where C3 is some real constant.

(N4) F1(ε) and F2(ε) satisfy the following growth conditions:

|F1,ε(ε)| ≤ C|ε|K1−1, |F2,ε(ε)| ≤ C|ε|K2−1,

|F1,εε(ε)| ≤ C|ε|K1−2, |F2,εε(ε)| ≤ C|ε|K2−2,

|F1,εεε(ε)| ≤ C|ε|K1−3, |F2,εεε(ε)| ≤ C|ε|K2−3

for large |ε|.

We also restate the assumptions of nonlinearity:

0 ≤ r <
5

6
, 0 ≤ K1, K2 < 6 and 6r + K1 < 6 (3.0.6)

in three-dimensional case and

0 ≤ r < 1 and 0 ≤ K1, K2 < ∞ (3.0.7)

in two-dimensional case.

Theorem 3.1 (Existence for Three-Dimensional System). Let n = 3, ν > 0 and

5 < p ≤ q < ∞. Assume (u0,u1, θ0) ∈ U(p, q) := B
4−2/p
p,p ×B

2−2/p
p,p ×B

2−2/q
q,q and that

(3.0.6) holds. Then for any T > 0 there exists at least one solution (u, θ) to the three-

dimensional system (3.0.1)–(3.0.4) satisfying

(u, θ) ∈ VT (p, q) := W 4,2
p (ΩT )×W 2,1

q (ΩT ).

Moreover, if we assume minΩ θ0 = θ∗ > 0 then there exists a positive constant ω such that

θ ≥ θ∗ exp(−ωt) in ΩT .

Theorem 3.2 (Existence for Two-Dimensional System). Let n = 2, ν > 0 and

4 < p ≤ q < ∞, and suppose that (3.0.7) holds. Then for the two-dimensional system

(3.0.1)–(3.0.4) the same conclusion as in Theorem 3.1 holds.

We can obtain the following uniqueness result.

Theorem 3.3 (Uniqueness). In addition to the assumptions of Theorems 3.1 and 3.2,

suppose that F (ε, θ) ∈ C4(Sym(n,R) × R+,R). Then the solution (u, θ) ∈ VT (p, q) to

(3.0.1)–(3.0.4) constructed above is unique.
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Noting the embedding BUC([0, T ]; B
2− 2

p
p,p ) ↪→ W 2,1

p (ΩT ), we can immediately obtain

Theorems 1.3 and 1.4 from Theorems 3.1, 3.2 and 3.3.

In Section 3.1, we introduce the several lemmas. In Section 3.2, after giving a brief

review of the maximal regularity, we prove the maximal regularity estimate used in the

proofs of this chapter. In Sections 3.3 and 3.4, we prove the existence theorem for the

three-dimensional system (Theorem 3.1). In Section 3.5, we show the uniqueness result

(Theorem 3.3). In Section 3.6, we state the proof of the existence theorem for the two-

dimensional system (Theorem 3.2).

3.1 Preliminary Results

In this section, we present some auxiliary results which will be used in the subsequent

sections. We recall the useful space-time embedding lemma.

Lemma 3.1.1 (Embedding [32, Lemma II.3.3]). Let f ∈ W 2m,m
p (ΩT ). Then, for

m ∈ Z+ and multi index α, it follows that

‖Dr
t D

α
xf ; Lq(ΩT )‖ ≤ Cδm−ψ‖ f ; W 2m,m

p (ΩT )‖+ Cδ−ψ‖ f ; Lp(ΩT )‖, (3.1.1)

provided q ≥ p and ψ := r + |α|
2

+ n+2
2

(
1
p
− 1

q

)
≤ m. If ϕ := r + |α|

2
+ n+2

2p
< m, then

‖Dr
t D

α
xf ; L∞(ΩT )‖ ≤ Cδm−ϕ‖ f ; W 2m,m

p (ΩT )‖+ Cδ−ϕ‖ f ; Lp(ΩT )‖, (3.1.2)

moreover, Dr
t D

α
xf is Hölder continuous. Here, δ ∈ (0, min(T, ζ2)] and ζ is the altitude of

the cone in the statement of the cone condition satisfied by Ω.

The next lemma is the technical one which we use to assure the nonnegativity of

energy.

Lemma 3.1.2. Let ϕ be given in (N1). Then the function ϕ(s) satisfies

ϕ(s)− sϕ′(s) ≥ 0 (3.1.3)

for any s ∈ [θ1, θ2].

Proof. Putting f(s) = ϕ(s)− sϕ′(s), we have f ′(s) = −sϕ′′(s) ≥ 0 and f(θ1) = 0. Then

f(s) = ϕ(s)− sϕ′(s) ≥ 0 in [θ1, θ2].

Next, we introduce the Aubin compactness theorem.
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Lemma 3.1.3 (Aubin Compactness Theorem). Let X0, X1 and X be Banach spaces,

X0 and X1 are reflexive, for which the following embeddings hold:

X0 ↪→ X ↪→ X1,

where the first embedding is compact and the last embedding is continuous. Assuming p0,

p1 > 1, define the space

Y = {u | u ∈ Lp0

I X0, ut ∈ Lp1

I X1}

with an appropriate norm. Then the embedding Y ↪→ Lp0

I X is compact.

To show Theorem 3.1 we apply the Leray-Schauder fixed point principle. We recall it

here in one of its equivalent formulations for the reader’s convenience .

Theorem 3.1.4 (Leray-Schauder Fixed Point Principle [15]). Let X be a Banach

space. Assume that Φ : [0, 1]×X → X is a map with the following properties.

(L1) For any fixed τ ∈ [0, 1] the map Φ(τ, ·) : X → X is compact.

(L2) For every bounded subset B of X, the family of maps Φ(·, ξ) : [0, 1] → X, ξ ∈ B, is

uniformly equicontinuous.

(L3) Φ(0, ·) has precisely one fixed point in X.

(L4) There is a bounded subset B of X such that any fixed point in X of Φ(τ, ·) is contained

in B for every 0 ≤ τ ≤ 1.

Then Φ(1, ·) has at least one fixed point in X.

3.2 Maximal Regularity

Our purpose of this section is to prove the following lemma called the maximal regu-

larity.

Lemma 3.2.1 (Maximal Regularity). Let p ∈ (1,∞). Denote by u the solution of the

linear problem 



utt + Q2u− νQut = ∇ · f in ΩT ,

u = Qu = 0 on ST ,

u(0, ·) = u0, ut(0, ·) = u1 in Ω.

(3.2.1)
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(i) The solution u to (3.2.1) satisfies the following estimate:

∥∥u ; W 4,2
p (ΩT )

∥∥ ≤ C
(∥∥u0 ; B

4− 2
p

p,p

∥∥ +
∥∥u1 ; B

2− 2
p

p,p

∥∥ +
∥∥∇ · f ; Lp(ΩT )

∥∥)
(3.2.2)

for any (u0,u1) ∈ B
4−2/p
p,p ×B

2−2/p
p,p and ∇ · f ∈ Lp(ΩT ).

(ii) The solution u to (3.2.1) satisfies the following estimate:

‖∇u ; W 2,1
p (ΩT )‖ ≤ C

(∥∥u0 ; B
3− 2

p
p,p

∥∥ +
∥∥u1 ; B

1− 2
p

p,p

∥∥ +
∥∥ f ; Lp(ΩT )

∥∥)
(3.2.3)

for any (u0,u1) ∈ B
3−2/p
p,p ×B

1−2/p
p,p and f ∈ Lp(ΩT ).

We give a brief review of the maximal regularity theory before we prove Lemma 3.2.1.

Let X be a Banach space and A a closed linear unbounded operator in X with dense

domain D(A). Consider the abstract Cauchy problem




ut(t) + Au(t) = f(t), t > 0,

u(0) = 0,
(3.2.4)

where f : R+ → X is a given function. We say that this problem has the prop-

erty of maximal regularity if for each f ∈ Lp(R+; X) there exists a unique solution

u ∈ W 1
p (R+; X) ∩ Lp(R+; X) satisfying (3.2.4) in the Lp(R+; X)-sense. The important

estimate

‖u ; W 1
p (R+; X)‖+ ‖Au ; Lp(R+; X)‖ ≤ C‖ f ; Lp(R+; X)‖ (3.2.5)

follows from the property of maximal regularity and the closed graph theorem, where

C > 0 is independent of f . In this thesis we call this estimate the maximal regularity

as well. The first abstract result on sufficient conditions for the maximal regularity was

obtained by de Simon [16]. He shows that in the case of Hilbert spaces X if −A is the

generator of a bounded analytic C0-semigroup in X with negative exponential type, then

the problem (3.2.4) has the property of maximal regularity. In 1987, Dore and Venni [19]

obtained that if A ∈ BIP(X) (bounded imaginary powers) with power angle ϕBIP
A < π/2

provided X in a Banach space of classHT . We give the definitions of these concepts below.

The class HT is known to coincide with the class of UMD Banach space and also with

ζ-convex Banach space (see [7]). We note that Lp(Ω) belongs to HT for any p ∈ (1,∞).

There is a more extended concept called a bounded H∞-calculus. The class H∞(X) is of

operators which admit a functional calculus for a large function class including bounded

imaginary powers. We comment on the important result obtained in Weis [46], although

we do not use these facts explicitly. He proved that, in the case of X ∈ HT , the problem

(3.2.4) has the property of maximal regularity if and only if A ∈ RS(X) with R-angle

ϕR
A < π/2. We give the definition of these concepts following the monograph [18].
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Definition 3.2.2 ([18]). Let X be a complex Banach space and A a closed linear operator

in X. We define the sector Σϕ in the complex plane by Σϕ := {z ∈ C | | arg z| < ϕ}.

(i) A Banach space X belongs to HT if the Hilbert transform is bounded on Lp(R; X)

for some (and then all) p ∈ (1,∞).

(ii) A closed operator A is called sectorial if A has the dense domain and range,

(−∞, 0) ⊂ ρ(A) and

‖t(t + A)−1‖ ≤ M for all t > 0 and some M < ∞.

The class of sectorial operators in X will be denoted by S(X).

(iii) A sectorial operator A is said to admit bounded imaginary powers if Ais is bounded

on X for each s ∈ R, and there is a constant C > 0 such that ‖Ais‖ ≤ C for each

|s| ≤ 1. The class of such operators is denoted by BIP(X). The power angle of A

is defined by

ϕBIP
A = lims→∞

1

|s| log ‖Ais‖.

(iv) A sectorial operator A is said to admit a bounded H∞(X)-calculus if there are

ϕ > ϕA and a constant Kϕ < ∞ such that

|f(A)| ≤ Kϕ|f |ϕ∞ for all f ∈ H0(Σϕ), (3.2.6)

where |f |ϕ∞ := sup{|f(λ)| | | arg λ| < ϕ}, and

H0(Σϕ) := ∪α,β<0{f ∈ H(Σϕ) | sup
|λ|<1

|λαf |+ sup
|λ|≥1

|λ−βf | < ∞},

H(Σϕ) := {f | Σϕ → C, holomorphic}.

The class of such sectorial operators A will be denoted by H∞(X). The H∞-angle

of A is defined by ϕ∞A = inf{ϕ > ϕA | (3.2.6) is valid }.

(v) A family of operators T ⊂ B(X) is called R-bounded if there are a constant C > 0

and p ∈ [1,∞) such that for each N ∈ N, Tj ∈ T , xj ∈ X and for all independent,

symmetric, {1, 1}-valued random variables rj on a probability space (Ω,M, µ) the

inequality

|
N∑

j=1

rjTjxj|Lp(Ω;X) ≤ C|
N∑

j=1

rjxj|Lp(Ω;X)

is valid. The smallest such C is called R-bound of T (we denote it by R(T )).
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(vi) A sectorial operator A is called R-sectorial if RA(0) < ∞, where

RA(ψ) := R({λ(λ + A)−1; | arg λ| ≤ ψ}).

The class of such operators is denoted by RS(X). The R-angle ϕR
A of A is defined

by ϕR
A := inf{ϕ ∈ (0, π); RA(π − ϕ) < ∞}.

We have the inclusions H∞(X) ⊂ BIP(X) ⊂ RS(X) and the inequalities ϕ∞A ≥ ϕBIP
A ≥

ϕR
A. Hence, if we obtain A ∈ H∞(X) with ϕ∞A < π/2, then the maximal regularity (3.2.5)

holds. For more detail of these facts, we refer to the monograph [18].

We turn back to the argument for Lemma 3.2.1. We define the linear operator Q in

Lp(Ω) for p ∈ (1,∞) by





D(Q) = {u ∈ W 2
p (Ω) | u = 0 on ∂Ω},

Qu = Qu,
(3.2.7)

where we denote the domain of an operator A by D(A).

Proof of Lemma 3.2.1 (i). For α := ν
2

+ i
√

1− ν2

4
, we write w := ut − αQu. Then the

equation (3.2.1) can be decomposed as follows:





ut − ᾱQu = w in ΩT ,

u(0, x) = u0(x) in Ω
(3.2.8)

and 



wt − αQw = ∇ · f in ΩT ,

w(0, x) = u1(x)− αQu0(x) in Ω,
(3.2.9)

where u and w are extended as C3-valued functions. We claim the maximal regularity of

both (3.2.8) and (3.2.9):

‖ut ; Lp(ΩT )‖+ ‖Qu ; Lp(ΩT )‖ ≤ C
(‖w ; Lp(ΩT )‖+ ‖u0 ; B

2− 2
p

p,p ‖) (3.2.10)

and

‖wt ; Lp(ΩT )‖+ ‖Qw ; Lp(ΩT )‖ ≤ C
(‖∇ · f ; Lp(ΩT )‖+ ‖u1 −Qu0 ; B

2− 2
p

p,p ‖). (3.2.11)

We give the proof of the claim as Lemma 3.2.3. Combining these estimates and restricting

to R3-valued functions we obtain the desired estimate.
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Hence, we only show the maximal regularity for (3.2.10) and (3.2.11). This is com-

pletely covered by Denk, Hieber and Prüss [18] and by Denk, Dore, Hieber, Prüss and

Venni [17]. These papers say that the Lp-realization of the parameter elliptic operator

admits H∞-calculus and the elliptic angle ϕe
A := sup|ξ|=1 | arg σ(A(ξ))| satisfies the in-

equality ϕe
A ≥ ϕ∞A . Here, the parameter elliptic operator is of order m and has Hölder

continuous coefficients and Cm-compact boundary domain under general boundary con-

dition (see [18]). Although our case is included in [18] and [17], it is not so easy to check

whether the assumptions are satisfied. We give a simple proof here.

Lemma 3.2.3. Let Re α > 0. Then −αQ and −ᾱQ have the property of maximal regu-

larity, i.e., the solutions of the equation (3.2.8) and (3.2.9) satisfy (3.2.10) and (3.2.11),

respectively, for any p ∈ (1,∞).

Proof. We first consider the problem with the zero initial data. We prove that−αQ and −
ᾱQ ∈ H∞(X) with ϕ∞−αQ and ϕ∞−ᾱQ < π/2. Let α = reiψ. Notice that ψ < π

2
since

Re α > 0. Since Q is a strong elliptic operator, hence, it is the generator of a bounded C0-

semigroup on Lp-spaces as well. Therefore −Q admits a bounded H∞-calculus, (see [20]),

so that−αQ and−ᾱQ also admit a boundedH∞-calculus with ϕ∞−αQ and ϕ∞−ᾱQ ≤ ϕ∞−Q+ψ

(see [18, Proposition 2.11]). Here, by the strong ellipticity of Q, we have ϕ∞−Q = 0. Indeed,

we may write −Q(ξ) := (−Q(ξ)ij) = (
∑3

k,l=1 Aikjlξkξl) since

−Qu = −1

2

(∑

j,k,l

Aijkl(∂l∂juk + ∂j∂kul)

)

=
1

2




A1j1l(i∂j)(i∂l) A1j2l(i∂j)(i∂l) A1j3l(i∂j)(i∂l)

A2j1l(i∂j)(i∂l) A2j2l(i∂j)(i∂l) A2j3l(i∂j)(i∂l)

A3j1l(i∂j)(i∂l) A3j2l(i∂j)(i∂l) A3j3l(i∂j)(i∂l)


u

+
1

2




A1jk1(i∂j)(i∂k) A1jk2(i∂j)(i∂k) A1jk3(i∂j)(i∂k)

A2jk1(i∂j)(i∂k) A2jk2(i∂j)(i∂k) A2jk3(i∂j)(i∂k)

A3jk1(i∂j)(i∂k) A3jk2(i∂j)(i∂k) A3jk3(i∂j)(i∂k)


u

=




A1j1l(i∂j)(i∂l) A1j2l(i∂j)(i∂l) A1j3l(i∂j)(i∂l)

A2j1l(i∂j)(i∂l) A2j2l(i∂j)(i∂l) A2j3l(i∂j)(i∂l)

A3j1l(i∂j)(i∂l) A3j2l(i∂j)(i∂l) A3j3l(i∂j)(i∂l)


u

by symmetry property (1.3.1) of (Aijkl). Then for any x ∈ C3 and ξ ∈ R3 such that
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|ξ| = 1 we have

tx̄ · (−Q(ξ))x =
∑

i,j,k,l

Aijklξjξlx̄ixk

=
∑

i,j,k,l

Aijkl(ξjx̄i)(ξlxk)

≥ a∗
∑
i,j

ξ2
j |xi|2 = a∗|x|2,

where a∗ := min[3λ + 2µ, 2µ] > 0. Therefore, since (−Q(ξ)) is positive definite for any ξ,

these eigenvalues are positive. This implies that ϕ∞−Q = ϕe
−Q = 0. Consequently, we have

ϕ∞−αQ, ϕ∞−ᾱQ ≤ π/2.

Next, we consider the case of nonzero initial data. From the above argument it also

yields that αQ and ᾱQ generate analytic semigroups T (t) and T (t) on Lp(Ω), respectively.

It is well-known that u0 and (u1 − αQu0) are in the trace space of W 2,1
p (ΩT ) (i.e., B

2− 2
p

p,p )

if and only if T (·)u0 and T (·)(u1 − αQu0) ∈ W 2,1
p (ΩT ), respectively (see [45, Theorem

1.14.5]).

Hence, for (3.2.8) and (3.2.9) without inhomogeneous terms, it follows that

‖u ; W 2,1
p (ΩT )‖ ≤ C‖u0 ; B

2− 2
p

p,p ‖,
‖w ; W 2,1

p (ΩT )‖ ≤ C‖u1 − αQu0 ; B
2− 2

p
p,p ‖,

from which we have (3.2.10) and (3.2.11).

Remark. In general, the constants C of the estimates (3.2.10) and (3.2.11) should depend

on time T . However, by using the cutoff argument, we obtain that for any given T0 > 0

there exists Λ(T0) > 0 independent of T ∈ (0, T0] such that

‖u ; W 2,1
p (ΩT )‖ ≤ Λ(T0)(‖w ; Lp(ΩT )‖+ ‖u0 ; B2−1/p

p,p ‖).

Therefore we may write the constant such as independent of time T (see [14]).

Although the estimate (3.2.3) can be obtained by using the Friedman-Nečas method

(see [36], [25]), we give a proof by using the another method.

Proof of Lemma 3.2.1 (ii). We show that, for the equation (3.2.9),

‖∇w ; Lp(ΩT )‖ ≤ C‖ f ; Lp(ΩT )‖+ C‖u1 − αQu0 ; B
1− 2

p
p,p ‖.

We first consider the equation with zero initial data. Denote the operator ∆ with the

Dirichlet boundary condition by D. We know that I − Q and I −D ∈ BIP(X) by the
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permanence property for BIP (see [18, Proposition 2.6]), and D(I − Q) = D(I −D) =

W 2
p,0(Ω), where

W j
p,0(Ω) := {u ∈ W j

p (Ω) ; u = 0 on ∂Ω}.
It follows from [18, Theorem 2.5] that D((I−Q)

1
2 ) = D((I−D)

1
2 ). Hence, using the result

by D. Fujiwara [26], we know that D((I−Q)
1
2 ) = W 1

p,0. Here, if we put v := (I−Q)−1/2w,

then the equation (3.2.9) with zero initial data becomes





vt − αQv = (I −Q)−1/2∇ · f in ΩT ,

v(0) = 0 in Ω.
(3.2.12)

By the permanence property of H∞ ([18, Proposition 2.11]), the maximal regularity with

perturbation

‖vt ; Lp(ΩT )‖+ ‖ (I −Q)v ; Lp(ΩT )‖ ≤ C‖ (I −Q)−1/2∇ · f ; Lp(ΩT )‖

holds, so that

‖ (I −Q)−1/2wt ; Lp(ΩT )‖+ ‖ (I −Q)1/2w ; Lp(ΩT )‖
≤ C‖ (1−Q)−1/2∇ · f ; Lp(ΩT )‖.

(3.2.13)

Now we claim that for any q ∈ (1,∞),

‖∇g ; Lq(Ω)‖ ≤ C‖ (I −Q)
1
2 g ; Lq(Ω)‖. (3.2.14)

Using the claim (3.2.14), the second term of the left hand side of (3.2.13) is estimated as

follows:

‖ (I −Q)1/2w ; Lp(ΩT )‖ ≥ C‖∇w ; Lp(ΩT )‖.
The right hand side of (3.2.13) satisfies

‖ (I −Q)−1/2∇ · f ; Lp(ΩT )‖ ≤ C‖ f ; Lp(ΩT )‖. (3.2.15)

Indeed, for smooth function g, we have

((I −Q)−
1
2 (∇ · f), g) = (∇ · f, (I −Q)−

1
2 g) (3.2.16)

= (f ; ∇(I −Q)−
1
2 g) (3.2.17)

≤ C‖f‖Lp‖g‖
L

p
p−1

, (3.2.18)

where (f, g) :=
∫

f · gdx and (f ; g) :=
∫

f : gdx. The first equality (3.2.16) follows from

the self-adjointness of (I − Q)−
1
2 , the second one (3.2.17) is obtained by the divergence
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formula with (I −Q)−
1
2 g ∈ D((I −Q)1/2) = W

p
p−1

p,0 and the last inequality (3.2.18) is the

consequence of (3.2.14). Hence, the desired results follow if we accept the claim (3.2.14).

The claim follows from the complex interpolation ([26, Theorem 5]) between the fol-

lowing Calderon-Zygmund inequality for the strong elliptic operator Q− I (see [27]):

‖w ; W 2
q (Ω)‖ ≤ C‖ (I −Q)w ; Lq(Ω)‖

and the trivial equality:

‖w ; Lq(Ω)‖ = ‖w ; Lq(Ω)‖.
Next we consider the case of the homogeneous equation with nonzero data. By (3.2.14)

and the real interpolation, we have

‖v(0) ; B
2− 2

p
p,p ‖ ≤ C‖ (I −Q)1/2v(0) ; B

1− 2
p

p,p ‖,

which completes the proof.

We also give the maximal regularity for the heat equation with the Hölder continuous

coefficient. The estimate is the particular case of [28, Example 3.2, A), 2)].

Lemma 3.2.4. Let q ∈ (1,∞). Assume that ρ(x) is Hölder continuous in Ω such that

infΩ ρ > 0. Denote by θ the solution of the linear problem





θt − ρ∆θ = g in ΩT ,

n · ∇θ = 0 on ST ,

θ(0, x) = θ0(x) in Ω.

(3.2.19)

Then the following estimate holds

‖ θ ; W 2,1
q (ΩT )‖ ≤ C(

∥∥ θ0 ; B
2− 2

q
q,q

∥∥ + ‖ g ; Lq(Ω)‖) (3.2.20)

for any θ0 ∈ B
2−2/q
q,q , where C depends on infΩ ρ.

3.3 Truncated Problem

In this section, we consider the three-dimensional case. We define the truncation

function ΓL of level L such as

ΓL(x) =





x if |x| ≤ L,

L x
|x| if |x| ≥ L.

51



In order to assure the nonnegativity of temperature θ, we need the sufficiently strong

regularity assumption to u. Then we first consider the following truncated problem:



utt + Q2u− νQut = ΓL

(
∇ · [G(θ)F1,ε(ε) + F2,ε(ε)]

)
,

θt −∆θ = θG′′(θ)θtF1(ε) + θG′(θ)∂tF1(ε) + ν(Aεt) : εt in ΩT ,

u = Qu = ∇θ · n = 0 on ST ,

u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x) ≥ 0 in Ω.

(3.3.1)

We prove the unique global existence for the truncated system (3.3.1).

Theorem 3.3.1. Let L > 0 and 5 < p ≤ q < ∞. Assume that θ0 ≥ 0, that r, K1, K2

satisfy (3.0.6), and that F (ε, θ) ∈ C4(Sym(n,R)×R+,R) holds. Then for any T > 0 and

(u0, u1, θ0) ∈ U(p, q), there exists a unique solution (uL, θL) to (3.3.1) satisfying (uL, θL) ∈
VT (p, q).

Proof. We apply Theorem 3.1.4 to the map ΦL
τ from VT (p, q) into VT (p, q),

ΦL
τ : (ū, θ̄) 7→ (u, θ), τ ∈ [0, 1],

defined by means of the following initial-boundary value problems:



utt + Q2u− νQut = τΓL

(
∇ · [G(θ̄)F1,ε(ε̄) + F2,ε(ε̄)]

)
,

θt −∆θ = τ
(
θ̄G′′(θ̄)θtF1(ε) + θ̄G′(θ̄)∂tF1(ε) + ν(Aεt) : εt

)
in ΩT ,

u = Qu = ∇θ · n = 0 on ST ,

u(0, x) = τu0(x), ut(0, x) = τu1(x), θ(0, x) = τθ0(x) in Ω,

where ε̄ = ε(ū). A fixed point of ΦL
τ (1, ·) in VT (p, q) is the desired solution of the system

(3.3.1). Therefore, to prove the existence statement, it is sufficient to check that the map

ΦL
τ satisfies assumptions (L1)–(L4) of Theorem 3.1.4.

Step 1.

We can check the assumptions (L1), (L2) and (L3) for Φτ as the same as in [37,

Section 3]. For the sake of completeness, we state the proof of these parts. Here Φτ from

VT (p, q) into VT (p, q) is defined as follows:

Φτ : (ū, θ̄) 7→ (u, θ), τ ∈ [0, 1],

defined by means of the following initial-boundary value problems:



utt + Q2u− νQut = τ∇ · [G(θ̄)F1,ε(ε̄) + F2,ε(ε̄)],

θt −∆θ = τ
[
θ̄G′′(θ̄)θtF1(ε) + θ̄G′(θ̄)∂tF1(ε) + ν(Aεt) : εt

]
in ΩT ,

u = Qu = ∇θ · n = 0 on ST ,

u(0, x) = τu0(x), ut(0, x) = τu1(x), θ(0, x) = τθ0(x) in Ω.

(3.3.2)
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We remark that if the conditions (L1)–(L3) for Φτ are satisfied then the conditions (L1)–

(L3) for ΦL
τ are also satisfied from the Lipschitz continuity of ΓL.

The property (L1) follows by showing that for any fixed τ ∈ [0, 1], Φτ maps the

bounded subsets into precompact subsets in VT (p, q). Let (ūn, θ̄n) be a bounded sequence

in V (p, q) such that

ūn → ū weakly in W 4,2
p (ΩT ) for 5 < p < ∞,

θ̄n → θ̄ weakly in W 4,2
q (ΩT ) for 5 < q < ∞,

(3.3.3)

as n →∞. Our aim is to show that for the values of Φτ (·) given by

(un, θn) = Φτ (ū
n, θ̄n), (3.3.4)

the following convergences hold

un → u strongly in W 4,2
p (ΩT ) for 5 < p < ∞, (3.3.5)

θn → θ strongly in W 2,1
q (ΩT ) for 5 < q < ∞, (3.3.6)

as n →∞, where

(u, θ) = Φτ (ū, θ̄). (3.3.7)

Applying the Aubin compactness theorem (Lemma 3.1.3), we obtain

W 4,2
p (ΩT ) ↪→ W 2,1

p (ΩT ) and W 2,1
q (ΩT ) ↪→ Lq

T W 1
q are compact.

With the help of the compact embeddings results, it follow from (3.3.3) that

ε(ūn) → ε(ū) strongly in W 2,1
p (ΩT ) for 5 < p < ∞,

θ̄n → θ̄ strongly in Lq
T W 1

q for 5 < q < ∞
(3.3.8)

as n →∞.

We also obtain that recalling Ω is bounded,

W 2,1
q (ΩT ) ↪→ Cα,α/2(ΩT ) is compact

for q > 5/2 and α < 2 − 5/q, since W 2,1
q (ΩT ) ↪→ Cβ,β/2(ΩT ) is continuous from Lemma

3.1.1 for β = 2− 5/q and Cβ,β/2(ΩT ) ↪→ Cα,α/2(ΩT ) is compact for α < β (see [1]). This,

by virtue of this compact embedding, implies that

ε̄n → ε̄, ∇ε̄n → ∇ε̄, θ̄n → θ̄, (3.3.9)

strongly in spaces of Hölder continuous functions in ΩT , where

ε̄n = ε(ūn), ε̄ = ε(ū).
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Thanks to the above convergences, it follows that

∇ · Fε(ε̄
n, θ̄n) = F,εε(ε̄

n, θ̄n)∇ε̄n + F,εθ(ε̄
n, θ̄n)∇θ̄n

→ F,εε(ε̄, θ̄)∇ε̄ + F,εθ(ε̄, θ̄)∇θ̄ = ∇ · F,ε(ε̄, θ̄)

strongly in Lp(ΩT ) for 5 < p ≤ q < ∞.

(3.3.10)

Consequently, it follows from the maximal regularity that

un → u strongly in W 4,2
p (ΩT ).

This implies the convergence (3.3.5).

Furthermore, we note that, by (3.3.5) and continuous embeddings (Lemma 3.1.1),

εn → ε, εn
t → εt (3.3.11)

strongly in spaces of Hölder continuous functions in ΩT , where

εn = ε(un), εn
t = ε(un

t ), ε = ε(u), εt = ε(ut).

In order to prove convergence (3.3.6), we consider the difference

ηn = θn − θ.

By definition, ηn satisfies the following problem

c0(ε, θ̄, τ)ηn
t −∆ηn = τR(εn, θ̄n)− τR(ε, θ̄)

− (c0(ε
n, θ̄n, τ)− c0(ε, θ̄, τ))θn

t in ΩT , (3.3.12)

ηn(0, ·) = 0 in Ω,

n · ∇ηn = 0 on ST ,

where

c0(ε, θ̄, τ) = 1− τ θ̄G′′(θ̄)F1(ε),

R(εn, θ̄n) = θ̄nG′(θ̄n)F1,ε(ε
n) : εn

t + ν(Aεn
t ) : εn

t ,

R(ε, θ̄) = θ̄G′(θ̄)F1,ε(ε) : εt + ν(Aεt) : εt.

In view of Hölder continuity of the coefficient c0(ε, θ̄, τ), in order to prove that

ηn → 0 strongly in W 2,1
q (ΩT ) as n →∞,
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it is sufficient, by virtue of the maximal regularity, to show that the right hand side of

(3.3.12) converges to 0 is Lq(ΩT )-norm. Indeed, we have
∥∥R(εn, θ̄n)−R(ε, θ̄) ; Lq(ΩT )

∥∥
≤ C

∥∥ |θ̄n − θ̄| |F,θε(ε
n, θ̄n)| |εn

t | ; Lq(ΩT )
∥∥ + C

∥∥ θ̄|εn
t |(|εn − ε|+ |θ̄n − θ̄|) ; Lq(ΩT )

∥∥
+ C

∥∥ θ̄|F,θε(ε, θ̄)| |εn
t − εt| ; Lq(ΩT )

∥∥ + C
∥∥ |εn

t − εt|(|εn
t |+ |εt|) ; Lq(ΩT )

∥∥
→ 0 as n → 0,

where we have used uniform Hölder bounds on εn, εn
t and θ̄n with respect to n, and the

convergences (3.3.9) and (3.3.11). Furthermore,
∥∥ (c0(ε

n, θ̄n, τ)−c0(ε, θ̄, τ))θn
t ; Lq(ΩT )

∥∥
≤

∥∥ (c0(ε
n, θ̄n, τ)− c0(ε, θ̄, τ)) ; L∞(ΩT )

∥∥∥∥ θn
t ; Lq(ΩT )

∥∥
→ 0 as n →∞.

This shows (3.3.6) and thereby the complete continuity of Φτ (·).
The uniform equicontinuity property (L2) follows by direct comparison of two solutions

(u, θ) to the problem (3.3.2) with τ = τ1 and (ũ, θ̃) to the problem (3.3.2) with τ = τ2, and

applying the maximal regularity estimate. The property (L3) is obvious by the definition

of Φτ (·).
From the Lipschitz continuity of ΓL we can immediately check the conditions (L1)–

(L3) for ΦL
τ in the same way as above.

Step 2.

Next, we check the assumption (L4), namely, to derive a priori bounds for a fixed

point of the solution map ΦL
τ . Without loss of generality we may set τ = 1. Hence

from now on our purpose is to obtain a priori bounds for (3.3.1). To this end we prepare

several lemmas. If there is no danger of confusion we write for simplicity (u, θ) instead of

(uL, θL).

Lemma 3.3.2 (Maximum Principle). Let (u0,u1, θ0) ∈ B
4−2/p
p,p × B

2−2/p
p,p × L2 for

p > 5. Assume that minΩ θ0 ≥ 0. Then the solution θ to the truncated problem (3.3.1) is

non-negative almost everywhere in ΩT .

Proof. It follows from the maximal regularity (3.2.2) that

‖u ; W 4,2
p (ΩT )‖ ≤ C

(
‖u0 ; B4−2/p

p,p ‖+ ‖u1 ; B2−2/p
p,p ‖

+
∥∥ ΓL

(∇ · [G(θ̄)F1,ε(ε̄) + F2,ε(ε̄)]
)

; Lp(ΩT )
∥∥

)

≤ C
(
‖u0 ; B4−2/p

p,p ‖+ ‖u1 ; B2−2/p
p,p ‖+ L|ΩT |

1
p

)

≤ Λ(L).

(3.3.13)
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Then taking p > 5, by Lemma 3.1.1 we have

‖ ε ; L∞(ΩT )‖+ ‖ εt ; L∞(ΩT )‖ ≤ Λ(L) < ∞. (3.3.14)

Therefore it holds that

‖ ∂tF1(ε) ; L∞(ΩT )‖ ≤ ‖ εt ; L∞(ΩT )‖‖ ε ; L∞(ΩT )‖K1−1 ≤ Λ(L)

for K1 > 1. Since supε∈S |F1,ε(ε)| ≤ M for K1 ≤ 1, we conclude that

‖ ∂tF1(ε) ; L∞(ΩT )‖ ≤ Λ(L) (3.3.15)

for every K1 ≥ 0. From now on throughout this section we shall write Λ = Λ(L).

Multiplying the second equation of (3.3.1) by θ− := min{θ, 0} and integrating over Ω,

we have

1

2

d

dt

∫

Ω

θ2
−dx +

∫

Ω

|∇θ−|2dx

=

∫

Ω

[θ−θG′′(θ)θtF1(ε) + θ−θG′(θ)∂tF1(ε) + νθ−Aεt : εt] dx

=
d

dt

∫

Ω

F1(ε)G2(θ−)dx +

∫

Ω

G2(θ−)∂tF1(ε)dx +

∫

Ω

νθ−Aεt : εtdx,

where G2(θ) = θ2G′(θ) − G2(θ) and G2(θ) = 2
∫ θ

0
sG′(s)ds. We have G2(0) = 0 and

G′
2(y) = y2G′′(y) ≥ 0 for y ≤ 0, because G′′ is the odd function such that G′′(y) ≤ 0 for

y ≥ 0. Then G2(y) ≤ 0 for y ≥ 0. Hence we have

−
∫

Ω

F1(ε)G2(θ−)dx ≥ 0.

It follows from (1.3.2) that
∫

Ω

νθ−Aεt : εtdx ≤ νa∗

∫

Ω

θ−|εt|2dx ≤ 0.

Noting that G2(θ) = 1
2
C1θ

2 for θ ∈ [−θ1, θ1], we have sups∈R
|G2(s)|

s2 ≤ C. Therefore we

conclude that
∫

Ω

G2(θ−)∂tF1(ε)dx ≤
∫

Ω

|θ−|2 |G2(θ−)|
|θ−|2 |∂tF1(ε)|dx

≤ Λ‖θ−‖2
L2 .

Consequently, we have

d

dt

(
‖ θ−(t) ; L2(Ω)‖2−

∫

Ω

F1(ε)G2(θ−)dx

)

≤ Λ

(
‖ θ−(t) ; L2(Ω)‖2 −

∫

Ω

F1(ε)G2(θ−)dx

)
.
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Using the Gronwall inequality, we obtain

‖ θ−(t) ; L2(Ω)‖2 ≤ ‖ θ−(t) ; L2(Ω)‖2 −
∫

Ω

F1(ε)G2(θ−)dx

≤ ΛeΛt

(
‖ θ−(0) ; L2(Ω)‖2 −

∫

Ω

F1(ε(0))G2(θ−(0))dx

)

= 0,

which completes the proof.

Lemma 3.3.3. Let m > 2 be arbitrary integer, and assume that r ≤ 1. Then for any

(u0,u1, θ0) ∈ B
4−2/p
p,p × B

2−2/p
p,p × Lm, the solution (u, θ) to the truncated problem (3.3.1)

satisfies

‖ θ ; L∞T Lm‖ ≤ Λ,

where Λ = Λ(T, ‖ (u1,u2, θ0) ; B
4−2/p
p,p ×B

2−2/p
p,p × Lm‖). Moreover, if (u0,u1, θ0) ∈ B

4−2/p
p,p ×

B
2−2/p
p,p × L∞, then we have

‖ θ ; L∞(ΩT )‖ ≤ Λ,

where Λ = Λ(T, ‖ (u1,u2, θ0) ; B
4−2/p
p,p ×B

2−2/p
p,p × L∞‖).

Proof. Multiplying the second equation of (3.3.1) by θm−1 and integrating over Ω, we have

1

m

d

dt
‖ θ ; Lm(Ω)‖m + (m− 1)

∫

Ω

θm−2|∇θ|2dx =

∫

Ω

νθm−1Aεt : εtdx

+

∫

Ω

(θmG′′(θ)θtF1(ε) + θmG′(θ)∂tF1(ε)) dx

= ν

∫

Ω

θm−1Aεt : εtdx +
d

dt

∫

Ω

Gm(θ)F1(ε)dx

+

∫

Ω

Gl(θ)∂tF1(ε)dx,

(3.3.16)

where Gm(θ) = θmG′(θ)−Gm(θ) and Gm(θ) = m
∫ θ

0
sm−1G′(s)ds. Since

θmG′′(θ) =





C2r(r − 1)θm+r−1 ≤ 0 for θ ≥ θ2,

θmϕ′′(θ) ≤ 0 for θ1 ≤ θ ≤ θ2,

0 for θ ≤ θ1,

(3.3.17)

we have G′
m(θ) = θmG′′(θ) ≤ 0 for θ ≥ 0 and G′

m(0) = 0. Thereby, we obtain

Gm(θ) ≤ 0 for θ ≥ 0. (3.3.18)
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We put

θ̂ = θ

(
1− mGm(θ)F1(ε)

θm

)1/m

.

We note that θ̂ ≥ θ due to (3.3.18). Since sups∈[0,∞) |G′(s)| =: M < ∞, we have

|Gm(θ)| =
∣∣∣∣m

∫ θ

0

sm−1G′(s)ds

∣∣∣∣ ≤ Cθm

and

|Gm(θ)| ≤ Mθm + |Gm(θ)| ≤ Cθm.

In view of (3.3.14) and (3.3.15) we obtain
∣∣∣∣
∫

Ω

Gm(θ)∂tF1(ε)dx

∣∣∣∣ ≤ C‖ θm ; L1(Ω)‖‖ ∂tF1(ε) ; L∞(Ω)‖K1−1 ≤ Λ‖ θ ; Lm(Ω)‖m

and
∫

Ω

θm−1Aεt : εt ≤ C‖ εt ; L∞(Ω)‖2‖ θ ; Lm−1(Ω)‖m−1 ≤ Λ‖ θ ; Lm(Ω)‖m−1.

Since 1
m

∂t‖ θ̂ ; Lm‖m = ‖ θ̂ ; Lm‖m−1∂t‖ θ̂ ; Lm‖, it follows from (3.3.16) that

d

dt
‖ θ̂ ; Lm(Ω)‖ ≤ Λ‖ θ ; Lm(Ω)‖+ Λ

≤ Λ‖ θ̂ ; Lm(Ω)‖+ Λ.

Thus by the Gronwall inequality we have

‖ θ̂ ; L∞T Lm‖ ≤ Λ‖ θ̂0 ; Lm(Ω)‖+ Λ. (3.3.19)

Since

θ̂0 = θ0

(
1− mGm(θ0)F1(ε0)

θm
0

)1/m

≤ θ0 (1 + mMΛ)1/m ,

we can obtain the first assertion. Here we note that the constant Λ in (3.3.19) is inde-

pendent of m. Therefore taking a limit as m → ∞ we can obtain the second assertion.

This completes the proof.

Lemma 3.3.4. Let r ≤ 1. Then for any (u0,u1, θ0) ∈ B
4−2/p
p,p ×B

2−2/p
p,p ×H1, the solution

(u, θ) to the truncated problem (3.3.1) satisfies

‖ θ ; W 2,1
2 (ΩT )‖ ≤ Λ,

where Λ depends on T and ‖ (u0,u1, θ0) ; B
4−2/p
p,p ×B

2−2/p
p,p ×H1‖.
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Proof. By using Lemma 3.3.3 thanks to θ0 ∈ H1 ↪→ L2, we have

‖ θ ; L∞T L2‖ ≤ Λ. (3.3.20)

Since θG′′(θ) ≤ 0 from (3.3.17) for m = 1, the following estimate holds true
∫∫

ΩT

θ2
t θG

′′(θ)F1(ε)dxdt ≤ 0. (3.3.21)

Multiplying the second equation of (3.3.1) by θt and integrating over ΩT , we have

‖ θt ; L2(ΩT )‖2 +
1

2
‖∇θ ; L∞T L2‖2 ≤ 1

2
‖ θ0 ; H1(Ω)‖2 +

∫∫

ΩT

νθtAεt : εtdxdt

+

∫∫

ΩT

θtθG
′(θ)∂tF1(ε)dxdt +

∫∫

ΩT

θ2
t θG

′′(θ)F1(ε)dxdt

≤ ‖θ0‖2
H1(Ω) + Λ‖ θt ; L∞T L2‖‖ εt ; L∞(ΩT )‖2

+ Λ‖ θt ; L2(ΩT )‖‖ θ ; L∞T L2‖r‖ ∂tF1(ε) ; L∞(ΩT )‖
≤ ‖ θ0 ; H1(Ω)‖2 +

1

2
‖ θt ; L2(ΩT )‖2 + Λ,

thanks to (3.3.14), (3.3.15), (3.3.20) and (3.3.21). Therefore we arrive at

‖ θt ; L2(ΩT )‖+ ‖∇θ ; L∞T L2‖ ≤ Λ(‖ (u0,u1, θ0) ; U2‖).
Next multiplying the second equation of (3.3.1) by −∆θ

1−θG′′(θ)F1(ε)
and integrating over

Ω, we get

1

2

d

dt
‖∇θ(t) ; L2‖2 +

∫

Ω

(∆θ)2

1− θG′′(θ)F1(ε)
dx

≤
∫

Ω

∆θ

1− θG′′(θ)F1(ε)
(θG′(θ)∂tF1(ε) + νAεt : εt) dx.

Here we remark that

1 ≤ 1− θG′′(θ)F1(ε) ≤ 1 + MΛ,

where 0 ≤ supθ≥0(−θG′′(θ)) =: M < ∞. Then integrating over [0, t] for t ≤ T , we

conclude the estimate

‖∇θ(t) ; L2(Ω)‖2 +
2

1 + ΛM
‖∆θ ; L2(ΩT )‖2 ≤ ‖∇θ0 ; L2(Ω)‖2

+ 2‖∆θ ; L2(ΩT )‖
∥∥ θG′(θ)∂tF1(ε) + νAεt : εt ; L2(ΩT )

∥∥

≤ ‖∇θ0 ; L2‖2 +
1

(1 + ΛM)
‖∆θ ; L2(ΩT )‖2

+ (1 + ΛM)
(
Λ‖ θ ; L∞T L2‖‖ ∂tF1(ε) ; L∞(ΩT )‖+ Λ‖ εt ; L∞(ΩT )‖

)2

≤ 1

(1 + ΛM)
‖∆θ ; L2(ΩT )‖2 + Λ.

Consequently we arrive at the desired result.
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The same procedure as in [37, Section 6] yields that θ ∈ Cα,α/2(ΩT ) for some Hölder

exponent 0 < α < 1 depending on T , supΩ θ0 and ‖ θ ; L∞(ΩT )‖.
Lemma 3.3.5 ([37, Lemma 6.1]). Assume that supΩ θ0 < ∞ and that θ ≥ 0 in ΩT .

Suppose that the solution for the problem (3.3.1) satisfies that

‖ ε ; L∞(ΩT )‖+ ‖ ε ; W 2,1
s (ΩT )‖+ ‖ θ ; W 2,1

2 (ΩT )‖+ ‖ θ ; L∞(ΩT )‖ ≤ Λ (3.3.22)

for any s ∈ (1,∞). Then θ ∈ Cα,α/2(ΩT ) with the Hölder exponent α ∈ (0, 1) depending

on Λ and k.

For the sake of completeness we give the proof of this lemma. Essentially, the proof

of this lemma relies on the classical De Giorgi method for parabolic equations. For more

precise information of this method we refer to [32, Chapter II, §7] and [34, Chapter VI,

§12]. Here we note that ε is Hölder continuous because of Lemma 3.1.1. We first define

the parabolic De Giorgi class B2(ΩT ,M, γ, r, δ, κ).

Definition 3.3.6 (Parabolic De Giorgi Class). Let M , γ, r, δ, κ be positive numbers.

The function u belongs to B2(ΩT ,M, γ, r, δ, κ) if the following conditions are satisfied:

(D1) u ∈ V 1,0
2 (ΩT ) = C[0,T ]L

2 ∩ L2
T H1,

(D2) ‖u ; L∞(ΩT )‖ ≤ M ,

(D3) the function w(x, t) = ±u(x, t) satisfies the following inequalities:

max
t0≤t≤t0+τ

‖ (w − k)+ ; L2(B(1−σ1)ρ(x0))‖2 ≤ ‖(w − k)+(·, t0) ; L2(Bρ(x0))‖2

+ γ
[
(σ1ρ)−2‖(w − k)+ ; L2(Q(ρ, τ))‖+ µ2(1+κ)/r(k, ρ, τ)

]
,

and

‖ (w − k)+ ; V2(Q((1− σ1)ρ, (1− σ2)τ))‖

≤ γ

{(
1

(σ1ρ)2
+

1

σ2τ

)
‖ (w − k)+ ; L2(Q(ρ, τ))‖2 + µ2(1+κ)/r(k, ρ, τ)

}
.

Here we denote by (w− k)+ = max{w− k, 0}, Bρ(x0) = {x ∈ Ω | |x− x0| < ρ} and

Q(ρ, τ) = Bρ(x0)× (t0, t0 + τ) = {(x, t) ∈ ΩT | |x− x0| < ρ, t0 < t < t0 + τ}, where

ρ and τ are arbitrary positive numbers, σ1 and σ2 are arbitrary numbers from the

interval (0, 1), and k is an arbitrary number satisfying the condition:

‖w(x, t) ; L∞(Q(ρ, τ))‖ − k ≤ δ.
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Moreover, we set

Ak,ρ(t) = {x ∈ Bρ(x0) |w(x, t) > k} ,

µ(k, σ, τ) =

∫ t0+τ

t0

|Ak,ρ(t)|
r
q dt,

where positive numbers q and r are linked by the relation

1

r
+

n

2q
=

n

4
,

with the admissible ranges

q ∈ (2, 2n/(n− 2)], r ∈ [2,∞) for n ≥ 3,

q ∈ (2,∞), r ∈ (2,∞) for n ≥ 2,

q ∈ (2,∞], r ∈ [4,∞) for n ≥ 1.

Besides, we write

V2(ΩT ) = L∞T L2 ∩ L2
T H1.

We call B2(ΩT ,M, γ, r, δ, κ) the parabolic De Giorgi class.

The embedding B2(ΩT ,M, γ, r, δ, κ) ↪→ Cα,α/2(ΩT ) holds (see [32, Theorem II.7.1]).

Hence, if we prove θ ∈ B2(ΩT ,M, γ, r, δ, κ), then we can obtain the desired result.

Proof of Lemma 3.3.5. We shall prove θ ∈ B2(ΩT ,M, γ, r, δ, κ), where r = q = 10/3,

κ = 1/3, M := ‖ θ ; L∞(ΩT )‖, γ = Λ and δ is some constant such that δ > M − k for a

positive number satisfying k > supΩ θ0(x). We determine δ later.

It is sufficient to check that θ satisfies conditions (D1)–(D3) in the definition of the

space B2(ΩT ,M, γ, r, δ, κ). Since θ ∈ W 2,1
2 (ΩT ), by the embedding theorem, it follows that

θ ∈ C[0,T ]H
1,

so that the condition (D1) is clearly satisfied. Furthermore, thanks to the assumption

(3.3.22), condition (D2) is also satisfied with the constant M = Λ.

We proceed now to check that θ satisfies the second inequality in condition (D3). Let

Q(ρ, τ) = Bρ(x0) × (t0, t0 + τ) be an arbitrary cylinder in ΩT , and ζ(x, t) be a smooth

function such that supp ζ(x, t) ⊂ Q(ρ, τ) and ζ(x, t) = 1 for (x, t) ∈ Q((1−σ1)ρ, (1−σ2)τ),

where σ1, σ2 ∈ (0, 1). Moreover, let

Ak,ρ(t) = {x ∈ Bρ(x0) | θ(x, t) > k} .
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Multiplying the equation (3.0.2) by ζ2(θ − k)+ and integrating over Ω, we obtain

1

2

∫

Ω

c0ζ
2 ∂

∂t
(θ − k)2

+dx +

∫

Ω

|∇(θ − k)+|2ζ2dx

+ 2

∫

Ω

ζ(θ − k)+∇(θ − k)+ · ∇ζdx =

∫

Ω

Rζ2(θ − k)+dx,

(3.3.23)

where for simplicity we have denoted the right hand side of (3.0.2) by f , i.e.,

R = R(ε, θ) = θG′(θ)F1,ε(ε) : εt + ν(Aεt) : εt,

and c0(ε, θ) = 1−θG′′(θ)F1(ε). The first term on the left hand side of (3.3.23) is rearranged

as

1

2

∫

Ω

c0ζ
2 ∂

∂t
(θ − k)2

+dx =
1

2

d

dt

∫

Ω

c0(θ − k)2
+ζ2dx

− 1

2

∫

Ak,ρ(t)

(c0,ε : εt)(θ − k)2
+ζ2dx− 1

2

∫

Ak,ρ(t)

c0,θθt(θ − k)2
+ζ2dx

−
∫

Ak,ρ(t)

c0(θ − k)2
+ζζtdx.

(3.3.24)

The third integral on the right hand side of the above inequality requires special technical

treatment because of the presence of θt. To this end we first observe that on the set

Ak,ρ(t) it holds that

c0(ε, θ) = c0

(
ε, (θ − k)+ + k

)
,

and hence we have

c0,θ(ε, θ) = c0,(θ−k)+

(
ε, (θ − k)+ + k

)
on Ak,ρ(t).

Now, restricting considerations to the set Ak,ρ(t), we define the function

H(ε, (θ − k)+) =

∫ (θ−k)+

0

c0,ξ(ε, ξ + k)ξdξ. (3.3.25)

Clearly, it satisfies the conditions

H(ε, 0) = 0,

H,(θ−k)+

(
ε, (θ − k)+

)
= c0,(θ−k)+

(
ε, (θ − k)+ + k

)
(θ − k)2

+.

Then the third mentioned above integral transforms as follows:

−1

2

∫

Ak,ρ(t)

c0,θθt(θ − k)2
+ζ2dx = −1

2

∫

Ak,ρ(t)

c0,(θ−k)+(θ − k)2
+ζ2∂t(θ − k)+dx

= −1

2

∫

Ak,ρ(t)

H,(θ−k)+ζ2∂t(θ − k)+dx

= −1

2

∫

Ak,ρ(t)

(∂tH)ζ2dx− 1

2

∫

Ak,ρ(t)

(H,ε : εt)ζ
2dx.

(3.3.26)
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Setting

H+ =





H(ε, (θ − k)+) for θ > k,

0 for θ ≤ k,

we rewrite the first integral in the last equality as

−1

2

∫

Ak,ρ(t)

(∂tH)ζ2dx = −1

2

∫

Ω

(∂tH+)ζ2dx

= −1

2

d

dt

∫

Ω

H+ζ2dx +

∫

Ω

H+ζζtdx.

(3.3.27)

Summarizing, in view of (3.3.24), (3.3.26) and (3.3.27), the identity (3.3.23) takes the

form

1

2

d

dt

∫

Ω

c0(θ − k)2
+ζ2dx +

∫

Ω

|∇(θ − k)+|2ζ2dx

=
1

2

d

dt

∫

Ω

H+ζ2dx−
∫

Ω

H+ζζtdx− 1

2

∫

Ak,ρ(t)

ζ2H,ε : εtdx

+

∫

Ak,ρ(t)

c0(θ − k)2
+ζζtdx +

1

2

∫

Ak,ρ(t)

ζ2(θ − k)2
+c0,ε : εtdx

− 2

∫

Ak,ρ(t)

ζ(θ − k)+∇(θ − k)+ · ∇ζdx +

∫

Ak,ρ(t)

Rζ2(θ − k)+dx.

(3.3.28)

Integrating (3.3.28) with respect to t, and taking into account that (θ0 − k)+ = 0 and

H(ε0, (θ0 − k)+) = 0, we obtain

1

2

∫

Ω

(θ − k)2
+ζ2dx +

∫

Ωt

|∇(θ − k)+|2ζ2dxds

≤
( ∫

Ω

|H+|ζ2dx +

∫

Ωt

|H+| |ζs|dxds +

∫

Ωt

|H+,ε| |εs|ζ2dxds

+

∫

Ωt

|c0|(θ − k)2
+|ζs|dxds +

∫

Ωt

|c0,ε| |εs|(θ − k)2
+ζ2dxds

+

∫

Ωt

|R|(θ − k)+|ζ|2dxds +

∫

Ωt

(θ − k)+|∇(θ − k)+| |ζ| |∇ζ|dxds

)
.

(3.3.29)

Now we observe that owing to the boundedness of functions c0,θ and c0,θε, it follows that

|H(ε, (θ − k)+)|+ |H,ε(ε, (θ − k)+)| ≤ c(θ − k)3
+. (3.3.30)

Moreover, by the assumption on k,

|H(ε, (θ − k)+)| ≤ cδ(θ − k)2
+. (3.3.31)
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Therefore, choosing δ appropriately, the first integral on the right hand side of (3.3.29)

can be absorbed by the left hand side. The last integral on the right hand side of (3.3.29)

is estimated by use of the Young inequality as follows:

∫

Ωt

(θ − k)+|∇(θ − k)+| |ζ| |∇ζ|dxds

≤ 1

2

∫

Ωt

|∇(θ − k)+|2ζ2dxds +
1

2

∫

Ωt

(θ − k)2
+|∇ζ|2dxds,

(3.3.32)

then the first integral on the right hand side of the above inequality is absorbed by the

left hand side of (3.3.29). Combining (3.3.30)–(3.3.32) in (3.3.29), we arrive at

∫

Ω

(θ − k)2
+ζ2dx +

∫

Ωt

|∇(θ − k)+|2ζ2dxds

≤ C

∫

Ωt

(θ − k)2
+

(
ζ2 + |∇ζ|2 + |ζs|

)
dxds

+ C

∫

Ωt

(|εs|(θ − k)2
+ + |f |(θ − k)+

)
ζ2dxds

=: I1 + I2.

(3.3.33)

Clearly, the integral I1 is estimated by

I1 ≤ C

(
1

(σ1ρ)2
+

1

σ2τ

) ∫

Q(ρ,τ)

(θ − k)2
+dxds.

For the integral I2, using the boundedness of t and applying the Hölder inequality, we

obtain

I2 ≤ C

∫ t0+τ

t0

∫

Ak,ρ(s)

(|εs|+ |f |)ζ2dxds

≤ C

(∫ t0+τ

t0

∫

Ak,ρ(s)

(|εs|5 + |f |5)ζ2dxds

) 1
5 (∫ t0+τ

t0

|Ak,ρ(s)|ds

) 4
5

.

Consequently, we obtain

I2 ≤
(‖ εt ; L5(Ωt)‖+ ‖R ; L5(ΩT )‖) µ

4
5 (k, ρ, τ).

Taking into account that by assumptions

‖ f ; L5(ΩT )‖ ≤ C
(‖ εt ; L5(ΩT )‖+ ‖ εt ; L10(ΩT )‖2

) ≤ Λ,

we have

I2 ≤ Λµ2(1+κ)/r(k, ρ, τ)
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for κ = 1/3 and r = 10/3. Combining estimates on I1 and I2 in (3.3.33) leads to

‖ (θ − k)+ ; V2(Q((1− σ1)ρ, (1− σ2)τ))‖2

=

∥∥∥∥
∫

Ω

(θ − k)2
+ζ2dx ; L∞T

∥∥∥∥ +

∫

ΩT

|∇(θ − k)+|2ζ2dxdt

≤ Λ

[(
1

(σ1ρ)2
+

1

σ2τ

)
‖ (θ − k)+ ; L2(Q(ρ, τ))‖2 + µ2(1+κ)/r(k, ρ, τ)

]
.

Since θ ≥ 0, this shows that the second inequality in condition (D3) is satisfied with

constant γ = Λ.

The first inequality in (D3) can be proved by multiplying (3.0.2) by ζ2
0 (θ−k)+, where

ζ0(x) is a smooth function such that supp ζ0(x) ⊂ Bρ(x0), ζ0(x) = 1 for x ∈ B(1−σ1)ρ(x0),

the next integrating over Ω × (t0, t0 + τ). In this case, repeating the above arguments,

inequality (3.3.33) is replaced by

∫

Ω

(θ − k)2
+ζ2

0dx +

∫

Q(ρ,τ)

|∇(θ − k)+|2ζ2
0dxdt

≤ C

[ ∫

Bσ(x0)

(θ(t0)− k)2
+ζ2

0dx +

∫

Q(ρ,τ)

(θ − k)2
+(ζ2

0 + |∇ζ0|2)dxdt

+

∫

Q(ρ,τ)

(|εt|(θ − k)2
+|f |(θ − k)+)ζ2

0dxdt

]
.

(3.3.34)

Since the last two integrals on the right hand side of (3.3.34) are estimated as above, this

leads to the required inequality. The proof is completed.

Lemma 3.3.7. Assume that (3.3.22) holds. Then for any (u0,u1, θ0) ∈ U(p, q) and 5 < p,

q < ∞, we have

‖ (u, θ) ; VT (p, q)‖ = ‖u ; W 4,2
p (ΩT )‖+ ‖ θ ; W 2,1

q (ΩT )‖ ≤ Λ,

where Λ depends on ‖(u0,u1, θ0) ; U(p, q)‖ and T .

Proof. By using Lemma 3.3.5, we have θ is Hölder continuous, i.e., θ ∈ Cα,α/2(ΩT ). At

the first step we prove the Hölder continuous of θ in Ω[0,T ].

Step 1.

To prove the Hölder continuity of θ in the domain Ω[0,T ) := [0, T ) × Ω (⊃ ΩT ), we first

show the unique local existence to the problem (3.0.1)–(3.0.4) for sufficiently small time

interval [0, δ] for δ < T . We remark that the unique local existence to the truncated

problem (3.3.1) follows from the easy modification of this proof, thanks to the Lipschitz
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continuity of ΓL. We consider the map Ψ : (u, θ) 7→ (ũ, θ̃) such that




ũtt + QQũ− νQũt = ∇ · (G(θ)F1,ε(ε) + F2,ε(ε)),

[1− θG′′(θ)F1(ε)]θ̃t −∆θ̃ = θG′(θ)∂tF1(ε) + ν(Aεt) : εt in Ωδ,

ũ = Qũ = ∇θ̃ · n = 0 on Sδ,

u(0, ·) = u0, ut(0, ·) = u1, θ(0, ·) = θ0 in Ω.

For some M > 0, we define the subset ṼM
T (p, q) of ṼT (p, q) by

ṼM
T (p, q) :=

{
(u, θ) ∈ VT (p, q) | ‖(u, θ)‖eVT (p,q) ≤ M,

(u(0, ·),ut(0, ·), θ(0, ·)) = (u0,u1, θ0)
}
.

In this case of 5 < p ≤ q < ∞, the norm of ṼT (p, q) is

‖(u, θ)‖eVT (p,q) := ‖u ; W 4,2
p (ΩT )‖+ ‖ ε ; W 2,1

∞ (ΩT )‖
+ ‖ θ ; W 2,1

q (ΩT )‖+ ‖ θ ; L∞T W 1
∞‖.

We shall show that the map Ψ(u, θ) is a contraction from ṼM
δ (p, q) into ṼM

δ (p, q),

where positive number M is determined later.

From the Hölder inequality, it follows that

‖∇ · F,ε ; Lp(ΩT )‖ ≤ CT
1
p‖∇ · F,ε ; L∞(ΩT )‖

≤ CT
1
p (‖θ‖eVT (p,q) + ‖θ‖r

eVT (p,q)
)‖u‖K1−1

eVT (p,q)
+ ‖u‖K2−1

eVT (p,q)

≤ CT
1
p h1(‖(u, θ)‖eVT (p,q))‖(u, θ)‖eVT (p,q),

where h1(y) = yK1+r−2+yK1−1+yK2−2. By the maximal regularity (3.2.2) and Proposition

A.1.3, we have

‖(ũ, 0)‖VT (p,q) ≤ C‖ (u0,u1, 0) ; Ũ(p, q)‖+ C‖∇ · F,ε ; Lp(ΩT )‖
≤ C‖ (u0,u1, 0) ; Ũ(p, q)‖+ T

1
q h1(‖(u, θ)‖eVT (p,q))‖(u, θ)‖eVT (p,q).

On the other hand, we can rewrite the heat equation as follows

[1− θ0G
′′(θ0)F1(ε0)]θ̃t −∆θ̃ = D(ε, θ)θ̃t + R(ε, θ),

where

c0(ε, θ) = [1− θG′′(θ)F1(ε)], (3.3.35)

R(ε, θ) = [θG′(θ)∂tF1(ε) + ν(Aεt) : εt], (3.3.36)

D(ε, θ) = θ0G
′′(θ0)F1(ε0)− θG′′(θ)F1(ε). (3.3.37)
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We note that c0(ε0, θ0), D(ε, θ) and R(ε, θ) are the given Hölder continuous functions.

Then, by the maximal regularity (3.2.20) and Proposition A.1.3, we have

‖(0, θ̃)‖eVT (p,q) ≤ C‖ (0, 0, θ0) ; Ũ(p, q)‖
+ C‖D(u, θ)θ̃t ; Lq(ΩT )‖+ CT

1
q ‖R(u, θ) ; L∞(ΩT )‖

≤ C‖ (0, 0, θ0) ; Ũ(p, q)‖+ ‖D(u, θ) ; L∞(ΩT )‖‖ θ̃t ; Lq(ΩT )‖
+ Λ2h2(‖(u, θ)‖eVT (p,q))‖(u, θ)‖eVT (p,q),

where h2(y) := yK1−2+r +y. We set M = 2C‖(u0,u1, θ0)‖U(p,q). If we choose T1 ¿ T such

that ‖D(u, θ) ; L∞(ΩT1)‖ ≤ 1/2 and 2CT
1
q

1 h(M) < M , then we have

‖(ũ, θ̃)‖eVT1
(p,q) ≤ C(‖(u0,u1, θ0)‖U(p,q)) + CT

1
q

1 h(‖(u, θ)‖eVT1
(p,q))‖(u, θ)‖eVT1

(p,q)

≤ M,

where h(y) = h1(y) + h2(y). This implies that (ũ, θ̃) ∈ ṼM
T1

.

Given (u, θ) ∈ ṼM
T (p, q) and (u, θ) ∈ ṼM

T (p, q), we set (ũ, θ̃) = Ψ(u, θ), w = u − u,

η = θ − θ, w̃ = ũ− ũ and η̃ = θ̃ − θ̃. Then we have

w̃tt + Q2w̃ − νQw̃t = ∇ · (F,ε(ε(u), θ)− F,ε(ε(u), θ)),

c0(ε0, θ0)η̃t −∆η̃ = D(ε(u), θ)∂tη̃

+ [D(ε(u), θ)−D(ε(u), θ)]∂tθ̃ + (R(ε(u), θ)−R(ε(u), θ)),

w = Qw = ∇η · n = 0,

w(0, ·) = wt(0, ·) = η(0, ·) = 0.

From Lemma 3.2.1 and Proposition A.1.3, we obtain

‖(w̃, 0)‖eVT (p,q) ≤ CT
1
p
[
h1(‖(u, θ)‖eVT (p,q)) + h1(‖(u, θ)‖eVT (p,q))

]‖(w, η)‖eVT (p,q)

and

‖(0, η̃)‖eVT (p,q) ≤ C‖D(ε(u), θ) ; L∞(ΩT )‖‖ ∂tη̃ ; Lq(ΩT )‖
+ C‖D(ε(u), θ)−D(ε(u), θ) ; L∞(ΩT )‖‖ ∂tθ̃ ; Lq(ΩT )‖
+ CT

1
q ‖R(ε(u), θ)−R(ε(u), θ) ; L∞(ΩT )‖

≤ C‖D(ε(u), θ) ; L∞(ΩT )‖‖ ∂tη̃ ; Lq(ΩT )‖
+ C‖ ∂tθ̃ ; Lq(ΩT )‖[h3(‖(u, θ)‖eVT (p,q)) + h3(‖(u, θ)‖eVT (p,q))

]‖(w, η)‖eVT (p,q)

+ CT
1
q
[
h2(‖(u, θ)‖eVT (p,q)) + h2(‖(u, θ)‖eVT (p,q))

]‖(w, η)‖eVT (p,q),
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where h3(r) = rK1−1 + rK1
. Since θ̃ ∈ W 2,1

q (ΩT ), we can take sufficiently small T2 such

that

C‖ ∂tθ̃ ; Lq(ΩT2)‖h3(M) ≤ 1

16
.

Therefore, if we take T3 ≤ T2 such that

C‖D(ε(u), θ) ; L∞(ΩT3)‖ < 1/2 and CT3

1
q h2(M) < 1/16,

then we arrive at

‖Ψ(u,θ)−Ψ(u, θ) ; VT (p)‖
≤ 1

2
‖ (u, θ)− (u, θ) ; VT (p)‖.

Choosing the time δ = min{T1, T2, T3}, we obtain the unique existence of the solution

for (3.0.1)–(3.0.4) in ṼM
δ (p, q). To prove the uniqueness in the whole of the space Ṽδ(p, q),

it is enough to take δ sufficiently small. By the embedding (Lemma 3.1.1) we have

Ṽδ(p, q) = Vδ(p, q). It follows from the Banach fixed point principle that there exists a

unique local solution (u, θ) for the system on small time interval [0, δ].

We know the embedding B
2−2/q
q,q ↪→ C(Ω) for q > 5/2, then from the above we have

θ ∈ C(Ω[0,δ]). Therefore, since if f ∈ C([0, δ]) ∩ Cα((0, T )) then f ∈ Cα([0, T )), we have

θ ∈ Cα,α/2(Ω[0,T )).

Step 2.

Using the definitions (3.3.35)–(3.3.36), the equation (3.0.2) can be rewritten as

c0(ε0, θ0)θt −∆θ = D(ε, θ)θt + R(ε, θ).

It follows from the assumptions that

‖R(ε, θ) ; Lq(ΩT )‖ ≤ C‖ θ ; L∞(ΩT )‖r‖F1,ε(ε) ; L∞(ΩT )‖‖ εt ; Lq(ΩT )‖
+ C‖ εt ; L2q(ΩT )‖2

≤ Λ.

From the Hölder continuity of the solution (u, θ) on Ω[0,T ], it follows that

‖D(ε, θ) ; L∞(Ω[0,T1])‖ ≤ KT1

α
2 ,

where K is the Hölder constant independent of T1. Here, T1 ¿ T will be determined

later.

Next we show that for fixed T2, 1/c0(ε, θ)(x, T2) is Hölder continuous with respect to

the space variable. Noting that

G(y) := yG′′(y) ∈ [0,M ]
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and G ∈ C1 is Lipschitz continuous, we have
∣∣∣∣
1

c0

(x, T2)− 1

c0

(x′, T2)

∣∣∣∣ =

∣∣∣∣
G(θ(x′, T2))F1(ε(x

′, T2))− G(θ(x, T2))F1(ε(x, T2))

{1− G(θ(x, T2))F1(ε(x, T2))}{1− G(θ(x′, T2))F1(ε(x′, T2))}

∣∣∣∣

≤
∣∣∣∣
{G(θ(x′, T2))F1(ε(x

′, T2))− G(θ(x, T2))F1(ε(x
′, T2))

}

+
{G(θ(x, T2))F1(ε(x

′, T2))− G(θ(x, T2))F1(ε(x, T2))
}∣∣∣∣

≤ |F1(ε(x
′, T2))| |G(θ(x′, T2))− G(θ(x, T2))|

+ |G(θ(x, T2))| |F1(ε(x
′, T2))− F1(ε(x, T2))|

≤ ΛK|x− x′|α + CM |x− x′|α

≤ Λ|x− x′|α,

where Λ is independent of T2. Therefore [1/c0(ε, θ)](x, T2) is Hölder continuous for any

T2 ∈ [0, T ]. Moreover, we have supΩT
[1/c0(ε, θ)] ≥ 1/(1 + MΛ). These assure that

1
c0(ε(T2),θ(T2))

∆ has the maximal regularity property according to Lemma 3.2.4. Hence,

taking T1 =
(

1
2Λ(K,M,T )K

) 1
α
, we have

‖ θ ; W 2,1
q (ΩT1)‖ ≤ Λ(K, M, T )

(‖D(ε, θ) ; L∞(ΩT1)‖‖ θt ; Lq(ΩT1)‖
+ ‖R(ε, θ) ; Lq(ΩT1)‖+ ‖θ0 ; B2−2/q

q,q (Ω)‖)

≤ 1

2
‖ θt ; Lq(ΩT1)‖+ Λ + Λ‖ θ0 ; B2−2/q

q,q (Ω)‖,

which yields

‖ θ ; W 2,1
q (ΩT1)‖ ≤ Λ + Λ‖ θ0 ; B2−2/q

q,q (Ω)‖.
Here we remark that

‖ θ(T1) ; B2−2/q
q,q ‖ ≤ C(T1)‖ θ ; W 2,1

q (ΩT1)‖ ≤ C(T1)(Λ + Λ‖ θ0 ; B2−2/q
q,q ‖)

thanks to the embedding W 2,1
q (ΩT1) ↪→ BUC([0, T1], B

2− 2
q

q,q ) (see [7], [45]). Then similarly

for the interval [T1, 2T1] we have

‖ θ ; W 2,1
q (Ω[T1,2T1])‖ ≤ Λ + Λ‖ θ(T1) ; B2−2/q

q,q ‖ ≤ Λ + Λ‖ θ0 ; B2−2/q
q,q ‖ ≤ Λ.

Repeating the same operation as above, we obtain

‖ θ ; W 2,1
q (Ω[kT1,(k+1)T1])‖ ≤ Λ.

Summing the inequalities from k = 0 to k = m satisfying (m + 1)T1 > T and mT1 ≤ T ,

we conclude that

‖ θ ; W 2,1
q (ΩT )‖ ≤ Λ.
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Next we estimate the norm ‖u ; W 4,2
p (ΩT )‖. From Lemma 3.1.1 it follows that

‖∇θ ; L∞(ΩT )‖+ ‖∇ε ; L∞(ΩT )‖ ≤ Λ

for q > 5. Therefore, by virtue of the maximal regularity (3.2.2), we have

‖u ; W 4,2
p (ΩT )‖ ≤ C‖ (u0,u1, 0) ; U(p, q)‖+ ‖∇ · F2,ε(ε) ; Lp(ΩT )‖

+ ‖∇ · (G(θ)F1,ε(ε)) ; Lp(ΩT )‖
≤ C‖ (u0,u1, 0) ; U(p, q)‖+ Λ‖∇ε ; L∞(ΩT )‖‖F2,εε(ε) ; L∞(ΩT )‖

+ Λ‖∇θ ; L∞(ΩT )‖‖G′(θ) ; L∞(ΩT )‖‖F2,ε(ε) ; L∞(ΩT )‖
+ Λ‖ θ ; L∞(ΩT )‖r‖∇ε ; L∞(ΩT )‖‖F1,εε(ε) ; L∞(ΩT )‖

≤ Λ(‖ (u0,u1, 0) ; U(p, q)‖),

which completes the proof.

Proof of Theorem 3.3.1 (continuation). The assumption (L4) is satisfied thanks to Lemma

3.3.7. Then the existence of a solution to the problem (3.3.1) results from Theorem 3.1.4.

Noting that ΓL is Lipschitz continuous, we can obtain the uniqueness result by repeating

the proof of uniqueness theorem which we shall give in Section 3.6. Thereby the proof of

Theorem 3.3.1 is completed.

3.4 Global Existence

The idea of the proof consists in showing that the solution (uL, θL) to the truncated

problem (3.3.1) constructed in Section 3 satisfies also the original system (3.0.1)–(3.0.4)

for sufficiently large truncation size L. To this purpose, assuming that there exists a

sufficiently smooth solution of problem (3.0.1)–(3.0.4) such that θ ≥ 0, we derive for it a

sequence of a priori estimates which are independent of L.

Lemma 3.4.1 (Energy Conservation Law). Assume that θ ≥ 0 a.e. in ΩT and that

0 ≤ r ≤ 1, 0 ≤ K1, K2 ≤ 6, 6r + K1 ≤ 6.

Then for any t ∈ [0, T ] a smooth solution of (3.0.1)–(3.0.4) satisfies

‖ θ(t) ; L1(Ω)‖+ ‖ut(t) ; L2(Ω)‖+ ‖Qu(t) ; L2(Ω)‖
≤ C(‖ (u0,u1, θ0) ; H2 × L2 × L1‖).

(3.4.1)
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Proof. Multiplying (3.0.1) by ut and integrating the resulting equation with respect to

the space variable, we have

d

dt

(
1

2
‖ut ; L2(Ω)‖2+

1

2
‖Qu ; L2‖2 +

∫

Ω

F2(ε)dx

)

= −ν

∫

Ω

(Aεt) : εtdx−
∫

Ω

G(θ)
∂

∂t
F1(ε)dx.

Integrating (3.0.2) over Ω, we obtain

d

dt

∫

Ω

θdx = ν

∫

Ω

(Aεt) : εtdx +

∫

Ω

θG′(θ)
∂

∂t
F1(ε)dx +

∫

Ω

θG′′(θ)θtF1(ε)dx.

Combining these equalities, we deduce

d

dt

(
1

2
‖ut ; L2(Ω)‖2 +

1

2
‖Qu ; L2‖2 +

∫

Ω

θdx +

∫

Ω

F2(ε)dx

)

=

∫

Ω

(
θG′(θ)

∂

∂t
F1(ε) + θG′′(θ)θtF1(ε)−G(θ)

∂

∂t
F1(ε)

)
dx

= − d

dt

∫

Ω

G(θ)F1(ε)dx,

where G(θ) = G(θ)− θG′(θ). Consequently, we have

d

dt

(
1

2
‖ut ; L2‖2 +

1

2
‖Qu ; L2‖2 +

∫

Ω

θdx +

∫

Ω

F2(ε)dx +

∫

Ω

G(θ)F1(ε)dx

)
= 0.

Here we recall that θ ≥ 0 and F1(ε) ≥ 0. By the structure of G(θ) the function G(θ) is as

follows:

G(r) =





0 if θ ∈ [0, θ1],

ϕ(θ)− θϕ′(θ) if θ ∈ [θ1, θ2],

C2(1− r)θr if θ ∈ [θ2,∞).

Since from Lemma 3.1.2 we have G(θ) ≥ 0. Consequently, it follows from the structure

of the nonlinearity (N3) that

1

2
‖ut(t) ; L2(Ω)‖2 +

1

2
‖u(t) ; H2(Ω)‖2 + ‖ θ(t) ; L1(Ω)‖

≤ 1

2
‖u0 ; H2‖2 +

1

2
‖u1 ; L2(Ω)‖2 + ‖ θ0 ; L1(Ω)‖+

∫

Ω

|F2(ε0)|dx + C3|Ω|

+

∫

{θ2≥θ0≥θ1}∩Ω

[ϕ(θ0)− θ0ϕ
′(θ0)]F1(ε0)dx + C2(1− r)

∫

{θ0>θ2}∩Ω

θr
0F1(ε0)dx,
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where ε0 = ε(u0). Since the smooth function ϕ(s)− sϕ′(s) is bounded for s ∈ [θ1, θ2], we

have
∫

{θ2≥θ0≥θ1}∩Ω

[ϕ(θ0)− θ0ϕ
′(θ0)]F1(ε0)dx ≤ C

∫

Ω

|ε0|K1dx

≤ C‖u0‖K1

H2

for K1 ≤ 6,
∫

{θ0>θ2}∩Ω

θr
0H(ε0)dx ≤ C‖ θ0 ; L1(Ω)‖r‖ ε0 ; L

K1
1−r (Ω)‖K1

≤ C‖ θ0 ; L1(Ω)‖r‖u0 ; H2(Ω)‖K1

for 6r + K1 ≤ 6 and ∫

Ω

|F2(ε0)|dx ≤ ‖u0‖K2

H2

for K2 ≤ 6. Hence we conclude the assertion.

Lemma 3.4.2. Assume that θ ≥ 0 a.e. in ΩT and that (3.0.6) holds. Then for any

(u0,u1, θ0) ∈ B
19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2, the solution (u, θ) to (3.0.1)–(3.0.4) satisfies

‖ ε ; W 2,1
16/5(ΩT )‖+ ‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖ ≤ Λ, (3.4.2)

where Λ depends on T and ‖ (u0,u1, θ0) ; B
19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖. Moreover we have

‖ ε ; L∞(ΩT )‖+ ‖ θ ; L10/3(ΩT )‖ ≤ Λ. (3.4.3)

Proof. Remark that from the embedding (see [1]) we have

‖ (u0,u1, θ0) ; H2 × L2 × L1‖ ≤ C‖ (u0,u1, θ0) ; B
19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖.

From the Gagliardo-Nirenberg inequality and Lemma 3.4.1 it follows that

‖ ε ; L5p(ΩT )‖ ≤ C
∥∥∥ ‖ ε ; L6(Ω)‖ 4

5‖ ε ; W 2
p (Ω)‖ 1

5 ; L5p
T

∥∥∥
≤ C‖ ε ; L∞T L6‖ 4

5‖ ε ; W 2,1
p (ΩT )‖ 1

5

≤ C‖u ; L∞T H2‖ 4
5‖ ε ; W 2,1

p (ΩT )‖ 1
5

≤ C‖ ε ; W 2,1
p (ΩT )‖ 1

5

(3.4.4)

and

‖ θ ; L8/3(ΩT )‖ ≤ C
∥∥∥ ‖ θ ; L1(Ω)‖ 1

4‖ θ ; H1(Ω)‖ 3
4 ; L∞T

∥∥∥
≤ C‖ θ ; L∞T L1‖ 1

4‖ θ ; L2
T H1‖ 3

4

≤ Λ(‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖) 3
4 .

(3.4.5)
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It follows from (3.4.3) that

‖F2,ε(ε) ; L16/5(ΩT )‖ ≤ C‖ ε ; L16(ΩT )‖K2−1

≤ Λ‖ ε ; W 2,1
16 (ΩT )‖K2−1

5

≤ 1

4
‖ ε ; W 2,1

16 (ΩT )‖+ Λ

for K2 ∈ [1, 6) and

‖F2,ε(ε) ; L16/5(ΩT )‖ ≤ M |ΩT | 5
16 ≤ Λ

for K2 ∈ [0, 1).

We first consider the case of K1 ≥ 1. Applying the growth condition and the Young

inequality, we have

‖G(θ)F1,ε(ε) ; L
16
5 (ΩT )‖ ≤ ‖ θ ; L

8
3 (ΩT )‖r‖ ε ; L

16(K1−1)
5−6r (ΩT )‖K1−1

+ sup
θ∈[0,θ2]

|G(θ)|‖ ε ; L
16(K1−1)

5 (ΩT )‖K1−1

≤ Λ‖ θ ; L
8
3 (ΩT )‖r‖ ε ; L16(ΩT )‖K1−1 + Λ‖ ε ; L16(ΩT )‖K1−1

for 6r + K1 ≤ 6 (and K1 ≤ 6). Then we have

(1 + ‖ θ ; L8/3(ΩT )‖r)‖ ε ; L16(ΩT )‖K1−1 ≤ Λ‖ ε ; W 2,1
16/5(ΩT )‖(K1−1)/5 + Λ

(‖∇θ ; L2(ΩT )‖
+ ‖ θ ; L∞T L2‖

)3r/4‖ ε ; W 2,1
16/5(ΩT )‖(K1−1)/5

≤ 1

4
‖ ε ; W 2,1

16/5(ΩT )‖+ Λ

+ Λ(‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2)‖
15r

4(6−K1)

for 6r + K1 < 6 (and K1 < 6). From the maximal regularity (3.2.3) it follows that

‖ ε ; W 2,1
16/5(ΩT )‖ ≤ C‖ (u0,u1, θ0) ; B

19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖

+ ‖G(θ)F1,ε(ε) ; L16/5(ΩT )‖+ ‖F2,ε(ε) ; L16/5(ΩT )‖
≤ C‖ (u0,u1, θ0) ; B

19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖+ Λ

+ Λ(‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖)
15r

4(6−K1) .

(3.4.6)
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Next, multiplying (3.0.2) by θ and integrating over Ω, we have

1

2

d

dt
‖ θ(t) ; L2(Ω)‖2 + ‖∇θ ; L2(Ω)‖2 =

∫

Ω

θ2G′′(θ)θtF1(ε)dx

+

∫

Ω

θ2G′(θ)∂tF1(ε)dx + ν

∫

Ω

θAεt : εtdx

=

∫

Ω

G′
2(θ)θtF1(ε)dx +

∫

Ω

G2(θ)∂tF1(ε)dx

+ 2

∫

Ω

G2(θ)∂tF1(ε)dx + ν

∫

Ω

θAεt : εtdx

=
d

dt

∫

Ω

G2(θ)F1(ε)dx + 2

∫

Ω

G2(θ)∂tF1(ε)dx

+ ν

∫

Ω

θAεt : εtdx,

(3.4.7)

where G2(θ) and G2(θ) are given in the proof of Lemma 3.3.2. Recall that

G2(θ) =
C2r(r − 1)

r + 1
θr+1 ≤ 0 and G2(θ) =

2C2r

r + 1
θr+1 for θ ≥ θ2,

and

sup
θ∈[0,θ2]

|G2(θ)|+ sup
θ∈[0,θ2]

|G2(θ)| =: M < ∞.

Then we have

−
∫

Ω

G2(θ)F1(ε)dx = −
∫

Ω∩{θ≥θ2}
G2(θ)F1(ε)dx−

∫

Ω∩{θ1≤θ≤θ2}
G2(θ)F1(ε)dx

≥ −M

∫

Ω

|F1(ε)|dx.

Hence, integrating (3.4.7) with respect to time variable, we obtain

1

2
‖ θ ; L∞T L2‖2 + ‖∇θ ; L2(ΩT )‖2 ≤ 1

2
‖ θ0 ; L2(Ω)‖2 + ‖G2(θ)∂tF1(ε) ; L1(ΩT )‖

+ ν‖ θAεt : εt ; L1(ΩT )‖+ M sup
t∈[0,T ]

∫

Ω

|F1(ε(t))|dx

+

∫

Ω

|G2(θ0)F1(ε0)|dx.

By (3.4.3), (3.4.5) and the assumptions we have

‖ θr+1∂tF1(ε) ; L1(ΩT )‖ ≤ Λ‖ θ ; L8/3(ΩT )‖r+1‖u ; W 2,1
16/5(ΩT )‖‖ ε ; L16(ΩT )‖K1−1

≤ Λ(‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖)
3(r+1)

4 ‖u ; W 2,1
16/5(ΩT )‖1+

K1−1
5 ,
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‖ θAεt : εt ; L1(ΩT )‖ ≤ C‖ θ ; L
8
3 (ΩT )‖‖ εt ; L

16
5 (ΩT )‖2

≤ Λ(‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖) 3
4‖ εt ; L

16
5 (ΩT )‖2,

∫

Ω

|F1(ε(t))|dx ≤ C‖u(t) ; H2(Ω)‖K1 ≤ Λ

and

‖ θr+1
0 F1(ε0) ; L1(Ω)‖ ≤ C‖ θ0 ; L2(Ω)‖r+1‖ ε0 ; L

2K1
1−r (Ω)‖K1

≤ C‖ θ0 ; L2(Ω)‖r+1‖u0; H
2(Ω)‖K1 .

Consequently we arrive at

‖ θ ; L∞T L2‖2 + ‖∇θ ; L2(ΩT )‖2 ≤ Λ(‖ (u0,u1, θ0) ; B
19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖)

+ Λ
(‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖

) 3(r+1)
4 ‖ ε ; W 2,1

16/5(ΩT )‖ 4
5
+

K1
5

+ Λ(‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖) 3
4‖ εt ; L

16
5 (ΩT )‖2.

(3.4.8)

Substituting (3.4.6) into (3.4.8), we have

‖ θ ; L∞T L2‖2 + ‖∇θ ; L2(ΩT )‖2 ≤ Λ(‖ (u0,u1, θ0) ; B
19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖)

+ Λ
(‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖

) 3(r+1)
4

×
(
‖ (u0,u1, θ0) ; B

19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖+ ‖∇θ ; L2(ΩT )‖ 15r

4(6−K1)

) 4
5
+

K1
5

+ Λ(‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖) 3
4

×
(
‖ (u0,u1, θ0) ; B

19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖+ ‖∇θ ; L2(ΩT )‖ 15r

4(6−K1)

)2

.

Here from the assumption 6r + K1 < 6 it follows that

3(r + 1)

4
+

15r

4(6−K1)

(
4

5
+

q

5

)
=

30r + 3(6−K1)

4(6−K1)
<

5(6−K1) + 3(6−K1)

4(6−K1)
= 2,

3

4
+

30r

4(6−K1)
<

3

4
+

5

4
= 2.

Thus we obtain

‖ θ ; L∞T L2‖+ ‖∇θ ; L2(ΩT )‖
≤ Λ(‖ (u0,u1, θ0) ; B

19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖) + Λ‖∇θ ; L2(ΩT )‖1−.

Here we use p− to denote a number less than p. Hence by the Young inequality we have

‖ θ ; L∞T L2‖+ ‖∇θ ; L2(ΩT )‖ ≤ Λ(‖ (u0,u1, θ0) ; B
19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖).
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Substituting the above inequality into (3.4.6), we also obtain the following

‖ ε ; W 2,1
16/5(ΩT )‖ ≤ Λ(‖ (u0,u1, θ0) ; B

19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖).

Next, we consider the case of 0 ≤ K1 ≤ 1 and 0 ≤ r < 5/6. In this case it follows that

|F1,ε(ε)| ≤ C < ∞.

From an argument similar to the above we have

‖ ε ; W 2,1
16/5(ΩT )‖ ≤ ‖ (u0,u1, 0) ; B

19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖

+ ‖G(θ)F1,ε(ε) ; L16/5(ΩT )‖
≤ ‖ (u0,u1, 0) ; B

19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖

+ C‖ θ ; L
16r
5 (ΩT )‖r + C sup

θ∈[0,θ2]

G(θ)

≤ ‖ (u0,u1, 0) ; B
19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖

+ Λ‖ θ ; L
8
3 (ΩT )‖r + C.

(3.4.9)

Noting that

‖ θr+1∂tF1(ε) ; L1(ΩT )‖ ≤ Λ‖ θ ; L8/3(ΩT )‖r+1‖u ; W 2,1
16/5(ΩT )‖,

we obtain

‖ θ ; L∞T L2‖2 + ‖∇θ ; L2(ΩT )‖2 ≤ ‖ θ0 ; L2‖2 + ‖ θr+1∂tF1(ε) ; L1(ΩT )‖
+ ‖ θAεt : εt ; L1(ΩT )‖

+ M sup
t∈[0,T ]

∫

Ω

|F1(ε(t))|dx +

∫

Ω

|G2(θ0)F1(ε0)|dx

≤ Λ(‖ (u0,u1, θ0) ; B
19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖)

+ Λ‖ θ ; L8/3(ΩT )‖r+1‖u ; W 2,1
16/5(ΩT )‖

+ C‖ θ ; L8/3(ΩT )‖‖u ; W 2,1
16/5(ΩT )‖2

≤ Λ(‖ (u0,u1, θ0) ; B
19/8
16/5,16/5 ×B

3/8
16/5,16/5 × L2‖)

+ Λ(‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖)3(2r+1)/4.

Since 3(2r + 1)/4 < 2, we obtain the desired estimate (3.4.2).

The estimate (3.4.3) follows with the help of the embedding

‖ ε ; L∞(ΩT )‖ ≤ Λ‖ ε ; W 2,1
16/5(ΩT )‖
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and of the inequality

‖ θ ; L10/3(ΩT )‖ ≤ C
∥∥∥ ‖ θ ; L2(Ω)

2/5‖‖ θ ; H1(Ω)
3/5‖ ; L

10/3
T

∥∥∥
≤ C‖ θ ; L∞T L2‖2/5‖ θ ; L2H1‖3/5.

This completes the proof.

Lemma 3.4.3. Assume that θ ≥ 0 a.e. in ΩT and that (3.0.6) holds. Then for any

(u0,u1, θ0) ∈ B
5/2
4,4 ×B

1/2
4,4 ×H1 the following estimate holds

‖ ε ; W 2,1
4 (ΩT )‖+ ‖∇θ ; L∞T L2‖+ ‖ θ ; W 2,1

2 (ΩT )‖ ≤ Λ,

where constant Λ depends on T and ‖ (u0,u1, θ0) ; B
5/2
4,4 ×B

1/2
4,4 ×H1‖. Moreover, we have

‖∇θ ; L10/3(ΩT )‖+ ‖ θ ; L10(ΩT )‖+ ‖∇ε ; L20(ΩT )‖ ≤ Λ.

Proof. Remark that B
5/2
4,4 × B

1/2
4,4 ×H1 ↪→ B

19/8
16/5,16/5 × B

3/8
16/5,16/5 × L2. Set r ≤ 5/6. From

(3.4.3), we have

‖G(θ)F1,ε(ε) ; L4(ΩT )‖ ≤ ‖ θ ; L10/3(ΩT )‖r‖ ε ; L∞(ΩT )‖K1−1

for K1 ≥ 1, and

‖G(θ)F1,ε(ε) ; L4(ΩT )‖ ≤ Λ sup |F1,ε|‖ θ ; L10/3(ΩT )‖r

for K1 ≤ 1. Then we arrive at

‖G(θ)F1,ε(ε) ; L4(ΩT )‖ ≤ Λ. (3.4.10)

From the maximal regularity (3.2.3) it follows that

‖ ε ; W 2,1
4 ‖ ≤ ‖ (u0,u1, θ0) ; B

5/2
4,4 ×B

1/2
4,4 ×H1‖+ ‖G(θ)F1,ε(ε) ; L4(Ω)‖ ≤ Λ. (3.4.11)

Multiplying (3.0.2) by θt and integrating over ΩT , we get

‖ θt ; L2(ΩT )‖2 +
1

2
‖∇θ ; L∞T L2‖2 ≤ 1

2
‖ θ0 ; H1(Ω)‖2 +

∫∫

ΩT

θ2
t θG

′′(θ)F1(ε)dxdt

+

∫∫

ΩT

θtθG
′(θ)∂tF1(ε)dxdt +

∫∫

ΩT

θtAεt : εtdxdt

≤ 1

2
‖ θ0 ; H1(Ω)‖2 + C‖ θt ; L2(ΩT )‖‖ θrF1,ε(ε) ; L4(Ω)‖‖ εt ; L4(Ω)‖
+ C‖ θt ; L2(Ω)‖‖ εt ; L4(Ω)‖2

≤ 1

2
‖ θ0 ; H1(Ω)‖2 + Λ‖ θt ; L2(ΩT )‖

≤ Λ(‖ (u0,u1, θ0) ; B
5/2
4,4 ×B

1/2
4,4 ×H1‖) +

1

2
‖ θt ; L2(ΩT )‖2,

77



where we applied (3.4.3), (3.4.10) and (3.4.11). Therefore we arrive at

‖ ε ; W 2,1
4 (ΩT )‖+ ‖ θt ; L2(ΩT )‖+ ‖∇θ ; L∞T L2‖

≤ Λ(‖ (u0,u1, θ0) ; B
5/2
4,4 ×B

1/2
4,4 ×H1‖).

(3.4.12)

Next multiplying (3.0.2) by −∆θ
1−θG′′(θ)F1(ε)

and integrating over Ω, we have

1

2

d

dt
‖∇θ(t) ; L2‖2+

∫

Ω

|∆θ|2
1− θG′′(θ)F1(ε)

dx

≤
∫

Ω

∆θ

1− θG′′(θ)F1(ε)
(θG′(θ)∂tF1(ε) + νAεt : εt) dx.

Here we recall that

1 ≤ 1− θG′′(θ)F1(ε) ≤ 1 + MΛ,

where 0 ≤ supθ≥0(−θG′′(θ)) =: M < ∞. Then integrating with respect to time variable,

we conclude that

‖∇θ(t) ; L2(Ω)‖2 +
2

1 + ΛM
‖∆θ ; L2(ΩT )‖2

≤ ‖∇θ0 ; L2(Ω)‖2 +
1

1 + ΛM
‖∆θ ; L2(ΩT )‖2

+ (1 + ΛM)
∥∥ θG′(θ)∂tF1(ε) + Aεt : εt ; L2(ΩT )

∥∥2

≤ Λ +
1

1 + ΛM
‖∆θ ; L2(ΩT )‖2 + Λ(M)‖ εt ; L4(ΩT )‖2

+ Λ(M)‖ θrF1,ε(ε) ; L4(ΩT )‖‖εt ; L4(ΩT )‖
≤ Λ +

1

2(1 + ΛM)
‖∆θ ; L2(ΩT )‖2

due to (3.4.10) and (3.4.11). Consequently we obtain the first assertion.

With the help of Lemma 3.1.1, we also obtain

‖∇θ ; L10/3(ΩT )‖+ ‖ θ ; L10(ΩT )‖+ ‖∇ε ; L20(ΩT )‖
≤ Λ(‖ θ ; W 2,1

2 (ΩT )‖+ ‖ ε ; W 2,1
4 (ΩT )‖)

≤ Λ,

which completes the proof.

Lemma 3.4.4. Assume that θ ≥ 0 a.e. in ΩT and that (3.0.6) holds. Then for any

(u0,u1, θ0) ∈ B
4−2/p
p,p × B

2−2/p
p,p × H1 with p ∈ [20/9, 10/3], the solution (u, θ) to (3.0.1)–

(3.0.4) satisfies

‖u ; W 4,2
p (ΩT )‖ ≤ Λ,

where Λ depends on T and ‖ (u0,u1, θ0) ; B
4−2/p
p,p ×B

2−2/p
p,p ×H1‖.
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Proof. Since the embedding B
4− 2

p
p,p ↪→ B

5
2
4,4 holds for any 20

9
≤ p, by the Lemma 3.4.3 we

have

‖ ε ; W 2,1
4 (ΩT )‖+ ‖ θ ; W 2,1

2 (ΩT )‖ ≤ Λ(‖ (u0,u1, θ0) ; B
5/2
4,4 ×B

1/2
4,4 ×H1‖)

≤ Λ(‖ (u0,u1, θ0) ; B4−2/p
p,p ×B2−2/p

p,p ×H1‖).

For any p ≤ 10
3

we have

‖∇ · (G(θ)F1,ε(ε)) ; Lp(ΩT )‖ ≤ Λ‖∇θ ; L10/3(ΩT )‖‖G′(θ) ; L∞(ΩT )‖‖F1,ε(ε) ; L∞(ΩT )‖
+ Λ‖ θ ; L10(ΩT )‖r‖∇ε ; L20(ΩT )‖‖F1,εε(ε) ; L∞(ΩT )‖

≤ Λ

and

‖∇ · F2,ε(ε) ; Lp(ΩT )‖ ≤ Λ‖∇ε ; L20(ΩT )‖‖F2,εε(ε) ; L∞(ΩT )‖ ≤ Λ,

thanks to Lemmas 3.4.2 and 3.4.3. Then by the maximal regularity (3.2.3) we have

‖u ; W 4,2
p (ΩT )‖ ≤ C‖ (u0,u1, 0) ; B4−2/p

p,p ×B2−2/p
p,p ×H1‖

+ C(‖∇ · (G(θ)F1,ε(ε)) ; Lp(ΩT )‖+ ‖∇ · F2,ε(ε) ; Lp(ΩT )‖)
≤ Λ(‖ (u0,u1, θ0) ; B4−2/p

p,p ×B2−2/p
p,p ×H1‖).

This completes the proof.

To shorten the notation we write

U1(m) = B
17/5
10/3,10/3 ×B

7/5
10/3,10/3 × (Lm ∩H1),

U2 = (B3−2/p
p,p ∩B

17/5
10/3,10/3)× (B1−2/p

p,p ∩B
7/5
10/3,10/3)× (L∞ ∩H1).

Lemma 3.4.5. Let m > 2 be arbitrary integer and p ∈ (1,∞). Assume that θ ≥ 0 a.e.

in ΩT and that (3.0.6) holds. Then for any (u0,u1, θ0) ∈ U1(m), the solution (u, θ) to

(3.0.1)–(3.0.4) satisfies

‖ θ ; L∞T Lm
x ‖ ≤ Λ,

where Λ = Λ(T, ‖ (u1,u2, θ0) ; U1(m)‖). Moreover, if (u0,u1, θ0) ∈ U1(∞), then we have

‖ θ ; L∞(ΩT )‖ ≤ Λ,

where Λ = Λ(T, ‖ (u1,u2, θ0) ; U1(∞)‖), and for (u0,u1, θ0) ∈ U2 it holds that

‖ ε ; W 2,1
p (ΩT )‖ ≤ Λ,

where Λ = Λ(T, ‖ (u1,u2, θ0) ; U2‖).
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Proof. The same operation as in the proof of Lemma 3.3.3 yields

1

m

d

dt
‖ θ̂ ; Lm‖m + (m− 1)

∫

Ω

θm−2|∇θ|2dx

=

∫

Ω

Gm(θ)∂tF1(ε)dx + ν

∫
θm−1Aεt : εtdx.

(3.4.13)

Here we recall that Gm(θ) = θmG′(θ)−Gm(θ), Gm(t) = m
∫ θ

0
sm−1G′(s)ds and

θ̂ = θ

(
1− mGm(θ)F1(ε)

θm

)1/m

≥ θ.

Since ‖F1,ε(ε) ; L∞(ΩT )‖ = Λ < ∞ from (3.4.3), we have
∣∣∣∣
∫

Ω

Gm(θ)∂tF1(ε)dx

∣∣∣∣ ≤ C‖ θm−1 ; L1(Ω)‖‖ θ ; L∞(Ω)‖‖ εt ; L∞(Ω)‖‖F1,ε(ε) ; L∞(Ω)‖

≤ Λ‖ θ ; Lm(Ω)‖m−1‖ θ ; H2(Ω)‖‖ εt ; L∞(Ω)‖.

Therefore, we conclude from (3.4.13) that

1

l

d

dt
‖ θ̂ ; Lm(Ω)‖m ≤ Λ‖ εt ; L∞(Ω)‖‖ θ ; H2(Ω)‖‖ θ ; Lm(Ω)‖m−1

+ C‖ εt ; L∞(Ω)‖2‖ θ ; Lm(Ω)‖m−1.
(3.4.14)

Here note that d
dt
‖ θ̂ ; Lm(Ω)‖m = m‖ θ̂ ; Lm(Ω)‖m−1 d

dt
‖ θ̂ ; Lm(Ω)‖ and that from the

Sobolev embedding and Lemma 3.4.4

‖ εt ; L2
T L∞‖ ≤ Λ‖ εt ; L2

T W 1
10/3‖ ≤ Λ‖u ; W 4,2

10/3(ΩT )‖ ≤ Λ,

‖ θ ; L2
T H2‖ ≤ ‖ θ ; W 2,1

2 (ΩT )‖ ≤ Λ,

where Λ is independent of m. Thus, integrating (3.4.14) with respect to time variable, we

obtain

‖ θ̂ ; L∞T Lm‖ ≤ ‖ θ̂0 ; Lm‖+ Λ‖ εt ; L2
T L∞‖‖ θ ; L2

T H2‖+ Λ‖ εt ; L2
T L∞‖2

≤ Λ + ‖ θ̂0 ; Lm(Ω)‖

Since we have θ̂0 ≤ θ0 (1 + mMΛ)1/m, the desired result can be obtained. For the W 2,1
p -

norm of ε, we have

‖ ε ; W 2,1
p ‖ ≤ C‖ (u0,u1, 0) ; U2‖

+ Λ‖ θ ; L∞(ΩT )‖r‖F1,ε(ε) ; L∞(ΩT )‖+ Λ‖F2,ε(ε) ; L∞(ΩT )‖
≤ Λ(‖ (u0,u1, 0) ; U2‖)

for p ∈ (1,∞), by virtue of the maximal regularity (3.2.3). This completes the proof.
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Using again Lemma 3.3.4, we can also prove the Hölder continuity of θ. The Hölder

continuity of ε is assured on account of Lemma 3.1.1. Hence from Lemma 3.3.7 we can

obtain the bounds in higher Sobolev norms, i.e., for 5 < p, q < ∞

‖ (u, θ); VT (p, q)‖ = ‖u ; W 4,2
p (ΩT )‖+ ‖ θ ; W 2,1

q (ΩT )‖ ≤ Λ =: Λ̂, (3.4.15)

where Λ̂ is independent of L.

This a priori estimate says that if there exists a solution to the problem (3.0.1)–(3.0.4)

such that θ ≥ 0 then this solution satisfies estimate (3.4.15). Let us consider now problem

(3.3.1) from Section 3.3 assuming that the truncation size L is sufficiently large such that

|∇ · [G(θ)F1,ε(ε) + F2,ε(ε)]| ≤ Λ̂K1+r−1 + Λ̂K2−1 ¿ L.

In this case we may regard ΓL as the identity operator because the internal part of ΓL

in (3.3.1) is smaller than L. Therefore the unique solution (uL, θL) to (3.3.1) satisfies

(3.4.15) for large L. In other words, VT (p, q)-norm bound for (uL, θL) does not depend on

L. Hence (uL, θL) satisfies also the original system (3.0.1)–(3.0.4).

A positivity of θ follows by the same argument as the proof of Lemma 3.3.2 in [38].

This completes the proof of Theorem 3.1.

3.5 Uniqueness

For the sake of completeness of this thesis, we give the proof of Theorem 3.3, although

this was established by PawÃlow and Zaja̧czkowski in [38].

Proof of Theorem 3.3. Let (u, θ) and (ũ, θ̃) be two solutions of (3.0.1)–(3.0.4) correspond-

ing to the same data. We denote

w = u− ũ, η = θ − θ̃.

To simplify notation, we set

ε = ε(u), εt = ε(ut), F,ε = F,ε(ε, θ), F,θε = F,θε(ε, θ)

c0 = c0(ε, θ), γ0 = γ0(ε, θ)

and respectively ε̃, ε̃t, F̃,ε, F̃,θε, c̃0 and γ̃0 for the functions of (ũ, θ̃).

Further, it is convenient to rewrite the equation (3.0.2) in the form

θt − γ0∆θ = γ0θG
′(θ)F1,ε(ε) : εt + νγ0Aεt : εt, (3.5.1)
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where

γ0 = γ0(ε, θ) =
1

c0(ε, θ)
=

1

1 + θG′′(θ)F1(ε)
.

We note also that
1

c∗
≤ γ0 ≤ 1, (3.5.2)

where c∗ = sup c0(ε, θ). Subtracting the corresponding equations, we see that w, η satisfy

the following problems:

wtt + Q2w − νQwt = ∇ · (F,ε − F̃,ε), (3.5.3)

ηt − γ0∆η = R1 + R2 + R3 in ΩT , (3.5.4)

w = Qw = ∇η · n = 0 on ST , (3.5.5)

w(0, ·) = wt(0, ·) = η(0, ·) = 0 on Ω, (3.5.6)

where we put

R1 = γ0θF,θε : εt − γ̃0θ̃F̃,θε : ε̃t,

R2 = ν(γ0Aεt : εt − γ̃0Aε̃t : ε̃t),

R3 = (γ0 − γ̃0)∆θ̃.

Multiplying (3.5.3) by wt and integrating over Ωt yields

1

2

∫

Ω

|wt|2dx +
1

2

∫

Ω

|Qw|2dx + ν

∫

Ωt

Aε(w) : ε(w)dxds

= −
∫

Ωt

(F,ε − F̃,ε) : ε(wt)dxds

(3.5.7)

Next, adding to (3.5.7) the identity

1

2

∫

Ω

|ε(w)|2dx =

∫

Ωt

ε(w) : ε(wt)dxds

valid thanks to the initial condition (3.5.6), and recalling (1.3.2), we obtain

1

2

∫

Ω

(|wt|2+|ε(w)|2 + |Qw|2)dx + νa∗

∫

Ωt

|ε(wt)|2dxds

≤ δ

∫

Ωt

|ε(wt)|2dxds + C(δ)

∫

Ωt

(
|F,ε − F̃,ε|2 + |ε(w)|2

)
dxds

Hence, using the estimate

|F,ε − F̃,ε| ≤ C(|ε(w)|+ |η|)
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which follows due to uniform bounds on ε and θ in ΩT , and choosing δ appropriately, we

obtain
∫

Ω

(|wt|2 + |ε(w)|2 + |Qw|2) dx +

∫

Ωt

|ε(wt)|2dxds ≤ C

∫

Ωt

(|ε(w)|2 + |η|2) dxds.

Consequently, with the help of the Gronwall inequality, we arrive at the estimate

‖wt‖L∞T L2 + ‖ε(w)‖L∞T L2 + ‖Qw‖L∞T L2 + ‖ε(wt)‖L2(ΩT ) ≤ C‖η‖L2(ΩT ). (3.5.8)

By virtue of the strong ellipticity of Q, it follows from (3.5.8) that

‖w‖L∞H2 ≤ C‖η‖L2(ΩT ). (3.5.9)

Now we multiply (3.5.4) by η and integrate over Ωt to get, after integration by parts,

1

2

∫

Ω

η2dx +

∫

Ωt

γ0|∇η|2dxds = −
∫

Ωt

η∇η · ∇γ0dxds +
3∑

i=1

∫

Ωt

Riηdxds.

Hence, by (3.5.2), we have

1

2

∫

Ω

η2dx +
1

c∗

∫

Ωt

|∇η|2dxds ≤ −
∫

Ωt

η∇η · ∇γ0dxds +
3∑

i=1

∫

Ωt

Riηdxds. (3.5.10)

We proceed now to estimate the terms on the right hand side of (3.5.10). Note that by

virtue of the Hölder estimates on ε, θ, ∇ε and ∇θ in ΩT , we have

|∇γ0| ≤ 1

c2
0

(|c0,ε||∇ε|+ |c0,θ||∇θ|)

in ΩT . Consequently, the first term on the right hand side of (3.5.10) is, with the help of

the Young inequality, estimated by
∫

Ωt

|η||∇η||∇γ0|dxds ≤ δ1

∫

Ωt

|∇η|2dxds + C(δ1)

∫

Ωt

η2dxds. (3.5.11)

Further, thanks to the uniform bounds on ε, θ, εt, γ0, ε̃, θ̃, εt, γ̃0 in ΩT , we have

|γ0 − γ̃0| ≤ C(|ε(w)|+ |η|) (3.5.12)

and

|R1|+ |R2| ≤ C(|ε(w)|+ |η|+ |ε(wt)|).
Hence, by virtue of (3.5.8), we obtain

2∑
i=1

∫

Ωt

|Ri||η|dxds ≤ C

∫

ΩT

η2dxdt (3.5.13)
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The R3-term is first integrated by part

∫

Ωt

ηR3dxds =

∫

Ωt

(γ0 − γ̃0)∇θ̃ · ∇ηdxds +

∫

Ωt

η∇θ̃ · ∇(γ0 − γ̃0)dxds

=: R41 + R42.

(3.5.14)

Utilizing (3.5.11), the uniform bound on ∇θ̃ and (3.5.8) yield

R41 ≤ δ2

∫

Ω

|∇η|2dxds + c(δ2)

∫

Ωt

η2dxds. (3.5.15)

Similarly, in view of the bounds

|γ0,ε − γ̃0,ε|+ |γ0,θ − γ̃0,θ| ≤ C(|ε(w)|+ |η|),

which follow thanks to the assumption F ∈ C4, utilizing the uniform bounds on ε, θ, ∇ε,

∇θ, γ0,ε and γ0,θ, we see that

|∇(γ0 − γ̃0)| ≤ |∇ε||γ0,ε − γ̃0,ε|+ |∇θ||γ0,θ − γ̃0,θ|+ |γ̃0,ε||∇ε(w)|+ |γ̃0,θ||∇η|
≤ C(|ε(w)|+ |∇ε(w)|+ |η|+ |∇η|).

Consequently, we obtain

R42 ≤ δ3

∫

Ωt

(|ε(w)|2 + |∇ε(w)|2 + η2 + |∇η|2)dxds + C(δ3)

∫

Ωt

η2dxds

≤ δ3

∫

Ωt

(η2 + |∇η|2)dxds + C(δ3)

∫

Ωt

η2dxds,

(3.5.16)

where in the last inequality we have applied (3.5.9). Finally, combining estimates (3.5.10),

(3.5.12)–(3.5.15) in (3.5.2), and choosing constants δi appropriately, we arrive at

∫

Ω

η2dx +

∫

Ωt

|∇η|2dxds ≤ C

∫

Ωt

η2dxds

for t ≤ T . Hence, by the Gronwall inequality, we have η = 0 in ΩT . Simultaneously, from

the inequality (3.5.9) it follows that w = 0 in ΩT . This completes the proof.

3.6 Two-Dimensional Case

In this section, we consider the solvability of the two-dimensional system (3.0.1)–

(3.0.4).

84



Proof of Theorem 3.2. With the exception of a priori bounds the result follows by the

same procedure as in the proof of the three-dimensional case. Thus, it remains to check

the bounds corresponding to Lemmas 3.4.1, 3.4.2 and 3.4.3 under (3.0.7).

Lemma 3.6.1 (Energy Conservation Law). Assume that θ ≥ 0 a.e. in ΩT and that

(3.0.6) holds. Then for any t ∈ [0, T ] the smooth solution of the two-dimensional system

(3.0.1)–(3.0.4) satisfies

‖ θ(t) ; L1(Ω)‖+ ‖ut(t) ; L2(Ω)‖+ ‖Qu(t) ; L2(Ω)‖ ≤ C(‖ (u0,u1, θ0) ; H2 × L2 × L1‖).

Proof. The same operation as in the proof of Lemma 3.4.1 yields

d

dt

(
1

2
‖ut ; L2(Ω)‖2 +

1

2
‖Qu ; L2(Ω)‖2 +

∫

Ω

θdx +

∫

Ω

F2(ε)dx +

∫

Ω

G(θ)F1(ε)dx

)
= 0,

where G(θ) = G(θ) − θG′(θ). Here we recall that θ ≥ 0, H(ε) ≥ 0 and G(θ) ≥ 0.

Consequently, it follows from (N3) in the structure of the nonlinearity that

1

2
‖ut ; L∞T L2‖2 +

1

2
‖u ; L∞T H2‖2 + ‖ θ ; L∞T L1‖

≤ 1

2
‖u0 ; H2(Ω)‖2 +

1

2
‖u1 ; L2(Ω)‖2 + ‖ θ0 ; L1(Ω)‖

+

∫

Ω

{|F2(ε0)|+ |G(θ0)F1(ε0)|
}

dx + C3|Ω|,

where ε0 = ε(u0). From the Sobolev embedding it holds that

‖ ε0 ; Ls(Ω)‖ ≤ C‖u0 ; H2(Ω)‖ (3.6.1)

for any s ∈ [1,∞). Then we have

∫

Ω

|G(θ0)F1(ε0)|dx ≤ C‖ θ0 ; L1(Ω)‖r‖ ε0 ; L
K1
1−r (Ω)‖K1

≤ C‖ θ0 ; L1(Ω)‖r‖u0 ; H2‖K1

for r < 1 and K1 < ∞, and

∫

Ω

F2(ε0)dx ≤ ‖ ε0 ; LK2‖K2

≤ C‖u0; H
2‖K2

for K2 < ∞. This completes the proof.
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Lemma 3.6.2. Let p ∈ [2, 4). Assume that (3.0.6) holds. Then for any (u0, u1, θ0) ∈
B

3−2/p
p,p × B

1−2/p
p,p × L2, the solution (u, θ) to the two-dimensional system (3.0.1)–(3.0.4)

satisfies

‖ ε ; W 2,1
p (ΩT )‖+ ‖∇θ ; L2(ΩT )‖+ ‖ θ ; L∞T L2‖ ≤ Λ, (3.6.2)

where Λ depends on T and ‖ (u0,u1, θ0) ; B
3−2/p
p,p ×B

1−2/p
p,p × L2‖. Moreover we have

‖ ε ; L∞(ΩT )‖+ ‖ θ ; Lp(ΩT )‖ ≤ Λ. (3.6.3)

Proof. We first show (3.6.2) for p such that p < 3. From the Sobolev inequality (3.6.1)

and Lemma 3.6.1, it follows that

‖ ε ; Ls(ΩT )‖ ≤ Λ‖u ; L∞T H2‖ ≤ Λ

for every s < ∞, and hence we obtain

‖F1,ε(ε) ; Ls(ΩT )‖+ ‖F2,ε(ε) ; Ls(ΩT )‖ ≤ Λ (3.6.4)

for any K1, K2 < ∞. Moreover, by using the Hölder inequality, we have

‖ θ ; Lp(ΩT )‖ ≤ C
∥∥ ‖ θ ; L1‖1−2/p‖ θ ; L2/(3−p)‖2/p ;

∥∥
Lp

T

≤ C‖ θ ; L∞T L1‖1−2/p‖ θ ; L2
T H1‖2/p

≤ Λ‖ θ ; L2
T H1‖2/p

(3.6.5)

for p ∈ [2, 3).

We fix p̄ such that r + 2 < p̄ < 3. From (3.6.4), (3.6.5) and the maximal regularity

(3.2.3) it follows that

‖ ε ; W 2,1
p̄ (ΩT )‖ ≤ C‖ (u0,u1, θ0) ; U ′

3(p̄)‖+ C‖G(θ)F1,ε(ε) ; Lp̄(ΩT )‖
+ C‖F2,ε(ε) ; Lp̄(ΩT )‖

≤ Λ + C‖ θ ; Lp̄(ΩT )‖r‖F1,ε(ε) ; L
p̄

(1−r) (ΩT )‖
+ C‖F2,ε(ε) ; Lp̄(ΩT )‖

≤ Λ + Λ‖ θ ; L2
T H1‖2r/p̄.

(3.6.6)

Next, the same operation as in the proof of Lemma 3.4.2 yields

1

2
‖ θ ; L∞T L2‖2 + ‖∇θ ; L2(ΩT )‖2 ≤ 1

2
‖ θ0 ; L2(Ω)‖2 + ‖G2(θ)∂tF1(ε) ; L1(ΩT )‖

+ ν‖ θAεt : εt ; L1(ΩT )‖+ M sup
t∈[0,T ]

∫

ΩT

|F1(ε(t))|dx

+

∫

Ω

|G2(θ0)F1(ε0)|dx.
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By (3.6.4), (3.6.5) and (3.6.6) we have

‖ θr+1∂tF1(ε) ; L1(ΩT )‖ ≤ Λ‖ θ ; Lp̄(ΩT )‖r+1‖ ε ; W 2,1
p̄ (ΩT )‖‖F1,ε(ε) ; L

p̄
p̄−(r+2) (ΩT )‖

≤ Λ‖ θ ; L2
T H1‖ 2(r+1)

p̄ (Λ + ‖ θ ; L2
T H1‖ 2r

p̄ )

for p̄ > r + 2,

‖ θAεt : εt ; L1(ΩT )‖ ≤ Λ‖ θ ; Lp̄(ΩT )‖‖ εt ; L
2p̄

p̄−1 (ΩT )‖2

≤ Λ‖ θ ; L2
T H1

2
p̄‖(Λ + ‖ θ ; L2

T H1‖ 4r
p̄ ),

∫

Ω

|F1(ε(t))|dx ≤ C‖u(t) ; H2(Ω)‖K1 ≤ Λ

and

‖ θr+1
0 F1(ε0) ; L1(Ω)‖ ≤ C‖ θ0 ; L2(Ω)‖r+1‖ ε0 ; L

2K1
1−r (Ω)‖K1

≤ C‖ θ0 ; L2(Ω)‖r+1‖u0 ; H2(Ω)‖K1 .

Consequently we arrive at

‖ θ ; L∞T L2‖2 + ‖∇θ ; L2(ΩT )‖2 ≤ Λ(‖ (u0,u1, θ0) ; U ′
3(p)‖) + Λ‖ θ ; L2

T H1‖ 2(2r+1)
p̄ .

Since 2r + 1 < r + 2 < p̄, by using the Young inequality we have

‖ θ ; L∞T L2‖+ ‖∇θ ; L2(ΩT )‖ ≤ Λ(‖ (u0,u1, θ0) ; B3−2/p
p,p ×B1−2/p

p,p × L2‖). (3.6.7)

Substituting (3.6.7) into (3.6.6), we obtain (3.6.2) for p < 3.

We shall show the rest of proof. Taking p ∈ [2, 4), from the same operation as (3.6.5)

we have

‖ θ ; Lp(ΩT )‖ ≤ C‖ θ ; L∞T L2‖1−2/p‖ θ ; L2
T H1‖2/p ≤ Λ

for p < 4 thanks to (3.6.7). Then from the maximal regularity (3.2.3) we conclude that

‖ ε ; W 2,1
p ‖ ≤ Λ + ‖ θ ; Lp‖r‖F1,ε(ε) ; L

p
(1−r)‖+ ‖F2,ε(ε) ; Lp‖

≤ Λ.

This completes the proof.

Lemma 3.6.3. Assume that (3.0.6) holds. Then for any (u0,u1, θ0) ∈ B
5/2
4,4 ×B

1/2
4,4 ×H1

the following estimate holds

‖ ε ; W 2,1
4 (ΩT )‖+ ‖∇θ ; L∞T L2‖+ ‖ θ ; W 2,1

2 (ΩT )‖ ≤ Λ,

where constant Λ depends on T and ‖ (u0,u1, θ0) ; B
5/2
4,4 ×B

1/2
4,4 ×H1‖. Moreover, we have

‖∇θ ; L4(ΩT )‖+ ‖ θ ; Ls(ΩT )‖+ ‖∇ε ; Ls(ΩT )‖ ≤ Λ

for any s < ∞.
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Proof. It follows from Lemma 3.6.2 and (3.2.3) that

‖ ε ; W 2,1
4 (ΩT )‖ ≤ C‖ (u0,u1, θ0) ; B

5/2
4,4 ×B

1/2
4,4 ×H1‖

+ C‖ θ ; L4r‖r‖F1,ε(ε) ; L∞(ΩT )‖+ C‖F2,ε(ε) ; L∞(ΩT )‖
≤ Λ(‖ (u0,u1, θ0) ; B

5/2
4,4 ×B

1/2
4,4 ×H1‖),

(3.6.8)

thanks to r < 1. The same operation as in the proof of Lemma 3.4.3 yields

‖ θt ; L2(ΩT )‖2 +
1

2
‖∇θ ; L∞T L2‖2

≤ 1

2
‖ θ0 ; H1(Ω)‖2 + C‖ θt ; L2(ΩT )‖‖ εt ; L4(ΩT )‖2

+ C‖ θt ; L2(ΩT )‖‖ θrF1,ε(ε) ; L4(ΩT )‖‖ εt ; L4(ΩT )‖
≤ Λ +

1

2
‖ θt ; L2(ΩT )‖2

on account of (3.6.3) and (3.6.8). Therefore, we arrive at the estimate

‖ ε ; W 2,1
4 (ΩT )‖+ ‖ θt ; L2(ΩT )‖+ ‖∇θ ; L∞T L2‖ ≤ Λ(‖ (u0,u1, θ0) ; B

5/2
4,4 ×B

1/2
4,4 ×H1‖).

Moreover, applying the same argument as in the proof of Lemma 3.4.3, we get

‖∆θ ; L2(ΩT )‖ ≤ Λ.

This completes the proof of the first assertion. With the help of Lemma 3.1.1 we obtain

the second assertion. We have thus proved the Lemma 3.6.3.

From a modification similar to that presented in three-dimensional case we can derive

the estimate

‖ (u, θ) ; VT (p, q)‖ = ‖u ; W 4,2
p (ΩT )‖+ ‖ θ ; W 2,1

q (ΩT )‖ ≤ Λ.

Hence the proof of Theorem 3.2 are completed.
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Appendix:

Two-Dimensional Semilinear System

This appendix is concerned with the unique global existence theorem for the two-

dimensional thermoelastic system:

utt + Q2u− νQut = ∇ · (θF1,ε(ε) + F2,ε(ε)), (A.0.1)

θt −∆θ = θ∂tF1(ε) + ν(Aεt) : εt in Ω∞, (A.0.2)

u = Qu = ∇θ · n = 0 on S∞, (A.0.3)

u(0, ·) = u0, ut(0, ·) = u1, θ(0, ·) = θ0 ≥ 0 in Ω, (A.0.4)

where Ω ⊂ R2 is a bounded domain with smooth boundary ∂Ω. Let u := (u1, u2) ∈ R2

denote the displacement vector of shape memory alloys and θ the temperature.

This system corresponds to the two-dimensional system (3.0.1)–(3.0.4) with r = 1.

The nonlinear functions F1 and F2 take the same structure in Chapter 3, and we restate

it.

(N2) F1 ∈ C3(Sym(n,R),R) satisfies that F1(ε) ≥ 0.

(N3) F2 ∈ C3(Sym(n,R),R) satisfies that F2(ε) ≥ −C3, where C3 is some real constant.

(N4) F1(ε) and F2(ε) satisfy the following growth conditions:

|F1,ε(ε)| ≤ C|ε|K1−1, |F1,εε(ε)| ≤ C|ε|K1−2, |F1,εεε(ε)| ≤ C|ε|K1−3,

|F2,ε(ε)| ≤ C|ε|K2−1, |F2,εε(ε)| ≤ C|ε|K2−2, |F2,εεε(ε)| ≤ C|ε|K2−3

for large |ε| > εc. Here εc is a positive constant.

We show the unique global existence of the solution for two-dimensional system (A.0.1)–

(A.0.4) under the assumption

K1 ∈ [0, 1], K2 ∈ [0,∞), C3 = 0, F2(ε) ≤ C|ε|K2 (A.0.5)

89



and the smallness assumption of the energy norm of the data. Here we recall that

‖(u,ut, θ)‖E := ‖(u,ut, θ)‖H2×L2×L1

is the energy norm of (u,ut, θ).

We restate our main result in this appendix. This is based on the result in [49].

Theorem A.1 (Small Energy Global Existence). Assume that p > 4 and that F

satisfies the condition (A.0.5). Then there exists η > 0 such that for any (u0,u1, θ0) ∈
Up := B

4− 2
p

p,p × B
2− 2

p
p,p × B

2− 8
3p

3p
4

, 3p
4

satisfying ‖(u0,u1, θ0)‖E < η there exists a unique global

solution (u, θ) of the problem (A.0.1)–(A.0.4) satisfying

(u, θ) ∈ W 4,2
p,loc ×W 2,1

3p
4

,loc
.

Furthermore, there exists the monotone increasing function K(x) > 0 such that K(0) = 0

and

‖(u(t),ut(t), θ(t))‖E ≤ K(‖(u0,u1, θ0)‖E)

for any t ∈ [0,∞).

A.1 Local Existence

In this section, we show the unique local existence result which can be obtained by

using Banach’s fixed point principle. The proof of Theorem A.1.1 below is the same as

that of [48, Theorem 3.2]. For the sake of completeness, we give the proof of this theorem.

Theorem A.1.1 (Unique Local Existence). We denote by U(p, q) the space B
4−2/p
p,p ×

B
2−2/p
p,p ×B

2−2/q
q,q . Assume that F satisfies the condition (N2)–(N4) with (A.0.5) and that

p > 4/3 and q > 1 are arbitrary numbers satisfying

2

p
− 1

2
≤ 1

q
<

1

p
+

1

4
. (A.1.1)

Then for any (u0,u1, θ0) ∈ U(p, q) there exists T = T (‖(u0,u1, θ0)‖U(p,q)) > 0 such

that the problem (A.0.1)–(A.0.4) has a unique solution (u, θ) on the time interval [0, T ],

satisfying (u, θ) ∈ W 4,2
p (ΩT )×W 2,1

q (ΩT ) = VT (p, q).

Remarks. (i) In the proof of Theorem A.1.1, we does not need the assumption θ0 ≥ 0.

(ii) Of course, this result is also true in the case of r = 1, K1 ∈ [0,∞) and K2 ∈ [0,∞).

We give several preliminary results which are used in the proof of Theorem A.1.1. Since

the operators αQ and ᾱQ have the maximal regularity property, these operators generate
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analytic semigroups, where we recall that the linear operator Q is the differential operator

Q with the homogeneous Dirichlet boundary condition, defined by (3.2.7) in Chapter 3.

Therefore, we also obtain the following Lp-Lq estimates.

Lemma A.1.2. For any j ∈ Z+, 1 < p < ∞, and p ≤ q ≤ ∞, there exists constant

C > 0 such that

‖Dj
xT (t)v ; Lq

x‖+ ‖Dj
xT (t)v ; Lq

x‖ ≤
C

t
j
2

(
1

t
1
p
− 1

q

+ 1

)
‖v ; Lp

x‖, (A.1.2)

where T (t) = etαQ and T (t) = etαQ for α = −ν
2

+ i
√

1− ν2

4
.

Proof. By the general theory of analytic semigroups, for any 1 < p < ∞ and β ≥ 0, we

have

‖ (−Q)βT (t)v ; Lp
x‖ ≤

C

tβ
‖v ; Lp

x‖.
From the Sobolev embedding and this inequality, it also follows that

‖T (t)v ; Lr
x‖ ≤ C (‖ (−Q)γT (t)v ; Lp

x‖+ ‖T (t)v ; Lp
x‖) ≤ C

(
1

tγ
+ 1

)
‖v ; Lp

x‖,

where 1
r

= 1
p
− γ. An interpolation ([26, Theorem 5]) between these inequalities yields

that for any ρ ∈ (0, 1)

‖ (−Q)βρT (t)v ; Lq
x‖ ≤

C

tβρ

(
1

tγ(1−ρ)
+ 1

)
‖v ; Lp

x‖,

where 1
q

= 1
p
ρ + 1

r
(1 − ρ). Taking βρ = j/2, we obtain the desired result since Qj/2 ∼

Dj
x.

Remark. In this paper, since this estimate is used only under time local setting (for

example T < 1), we may regard this estimate as the following well-known inequality:

‖Dj
xT (t)v ; Lq

x‖+ ‖Dj
xT (t)v ; Lq

x‖ ≤
C

t
j
2
+ 1

p
− 1

q

‖v ; Lp
x‖.

Proposition A.1.3. Assume that 1 < p, q < 2, ν > 0 and T < 1. Denote the solution of

(3.2.1) and (3.2.19) by u and θ, respectively. Set ε = (εij) such that εij = 1
2
(∂jui + ∂iuj).

Then the following inequalities hold

‖ ε ; L∞(ΩT )‖ ≤ C‖∇ · f ; Lp(ΩT )‖+ C
∥∥ (u0,u1) ; B

3− 2
p

p,p ×B
1− 2

p
p,p

∥∥, (A.1.3)

‖∇ · ε ; L
2p

2−p (ΩT )‖ ≤ C‖∇ · f ; Lp(ΩT )‖+ C
∥∥ (u0,u1) ; B

3− 2
p

p,p ×B
1− 2

p
p,p

∥∥, (A.1.4)

‖ θ ; L
2q

2−q (ΩT )‖ ≤ C‖ g ; Lq(ΩT )‖+ C
∥∥ θ0 ; B

2− 2
q

q,q

∥∥, (A.1.5)

‖∇ · θ ; L
4q

4−q (ΩT )‖ ≤ C‖ g ; Lq(ΩT )‖+ C
∥∥ θ0 ; B

2− 2
q

q,q

∥∥. (A.1.6)
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Proof. We define the operator R(t) by

R(t) =
T (t)− T (t)

Q
For the linear term, it follows from Lemma 3.2.1 that for any T0 > 0

‖R(·)ε1 ; L∞(ΩT0)‖+ ‖ Ṙ(·)ε0 ; L∞(ΩT0)‖
≤ ‖ (I −Q)

1
2 R(·)(I −Q)−

1
2 ε1 ; L∞(ΩT )‖

+ ‖ (I −Q)
1
2 Ṙ(·)(I −Q)−

1
2 ε0 ; L∞(ΩT )‖

≤ Λ(T0)

(
‖R(·)(I −Q)−

1
2 ε1 ; W 4,2

p (ΩT )‖

+ ‖ Ṙ(·)(I −Q)−
1
2 ε0 ; W 4,2

p (ΩT )‖
)

≤ Λ(T0)(‖ (I −Q)−
1
2 ε1 ; B

2− 2
p

p,p ‖+ ‖ (I −Q)−
1
2 ε0 ; B

4− 2
p

p,p ‖)
≤ Λ(T0)(‖u1 ; B

2− 2
p

p,p ‖+ ‖u0 ; B
4− 2

p
p,p ‖),

where ε0 := ε(u0) and ε1 := ε(u1). By a cut off argument we obtain for any T < T0,

‖R(·)ε0 ; L∞(ΩT )‖+ ‖ Ṙ(·)ε1 ; L∞(ΩT )‖
≤ C(‖u0 ; B

4− 2
p

p,p ‖+ ‖u1 ; B
2− 2

p
p,p ‖),

where C depends on T0. Similarly, we have

‖∇ ·R(·)ε0 ; L
2p

2−p (ΩT )‖+ ‖∇ · Ṙ(·)ε1 ; L
2p

2−p (ΩT )‖
≤ C(‖u0 ; B

4− 2
p

p,p ‖+ ‖u1 ; B
2− 2

p
p,p ‖),

We shall give the estimate for the following integral equations:

u(t) =

∫ t

0

T (t− s)w(s)ds, (A.1.7)

w(t) =

∫ t

0

T (t− s)∇ · f(s)ds, (A.1.8)

which are associated with the equations (3.2.8) and (3.2.9) with zero data, respectively.

By using Lemma A.1.2 we have

‖w ; L
2p

2−p (ΩT )‖ = C

∥∥∥∥
∫ t

0

T (t− s)∇ · f(s)ds ; L
2p

2−p (ΩT )

∥∥∥∥

≤ C

∥∥∥∥∥
∫ t

0

1

(t− s)
1
2

‖∇ · f(s) ; Lp
x‖ds ; L

2p
2−p

T

∥∥∥∥∥ .
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From the Hardy-Littlewood-Sobolev inequality it follows that

∥∥∥∥∥
∫ t

0

1

(t− s)
1
2

‖∇ · f(s) ; Lp
x‖ds ; L

2p
2−p

T

∥∥∥∥∥ ≤ C‖∇ · f ; Lp(ΩT )‖.

By Lemma A.1.2 and the Hölder inequality, we have for any q ∈ (1, 2)

‖ ε ; L∞(ΩT )‖ ≤ C

∥∥∥∥∥
∫ t

0

C

(t− s)
1
2

‖w(s) ; L
2p

2−p
x ‖ds ; L∞T

∥∥∥∥∥

≤
∥∥∥∥∥∥

(∫ t

0

C

(t− s)
p

3p−2

ds

) 3p−2
2p

‖w ; L
2p

2−p (ΩT )‖ ; L∞T

∥∥∥∥∥∥
≤ Λ2‖w ; L

2p
2−p (ΩT )‖.

Combining these inequalities, we have proved the first assertion (A.1.3).

Similarly, from Lemma A.1.2 and the Hardy-Littlewood-Sobolev inequality it follows

that

‖Dxw ; L
4p

4−p (ΩT )‖ = C

∥∥∥∥Dx

∫ t

0

T (t− s)∇ · f(s)ds ; L
4p

4−p (ΩT )

∥∥∥∥

≤ C

∥∥∥∥∥
∫ t

0

1

(t− s)
3
4

‖∇ · f(s) ; Lp
x‖ds ; L

4p
4−p

T

∥∥∥∥∥
≤ C‖∇ · f(s) ; Lp(ΩT )‖.

By the same calculation as above, we have

‖Dxε ; L
2p

2−p (ΩT )‖ ≤ ‖Dxw ; L
4p

4−p (ΩT )‖.

We have thus proved the inequality (A.1.4). The third assertion (A.1.5) and the fourth

assertion (A.1.6) follow in a similar fashion, which completes the proof.

Proof of Theorem A.1.1. We denote W 4,2
p (ΩT )×W 2,1

q (ΩT ) by VT (p, q). We introduce the

map Φ(u, θ) := (ũ, θ̃), where





ũtt + Q2ũ− νQũt = ∇ · (θF1,ε(ε) + F2,ε(ε)),

θ̃t −∆θ̃ = θF1,ε(ε) : εt + ν(Aεt) : εt in ΩT ,

ũ = Qũ = ∇θ̃ · n = 0 on ST ,

u(0, ·) = u0, ut(0, ·) = u1, θ(0, ·) = θ0 in Ω.
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For some δ > 0 and M > 0, we define the subset VM
T (p, q) of VT (p, q) by VM

T (p, q) :=

{(u, θ) ∈ VT (p, q); ‖(u, θ)‖VT (p,q) ≤ M}, where

‖(u, θ)‖VT (p,q)

:= ‖u ; W 4,2
p (ΩT )‖+ ‖ ε ; L∞(ΩT )‖+ ‖∇ε ; Lm2(p)(ΩT )‖+ ‖ εt ; L2q(ΩT )‖

+ T δ
(‖ θ ; W 2,1

q (ΩT )‖+ ‖∇θ ; Lm1(q)(ΩT )‖+ ‖ θ ; Lm2(q)(ΩT )‖).
(A.1.9)

Here we have denoted

mj(r) =





4r
4−jr

for 4− jr > 0,

∞ for 4− jr ≤ 0.

We shall show that the map Φ(u, θ) is a contraction from VM
T (p, q) into VM

T (p, q), where

positive numbers δ and M are determined later. We only prove the case of q < 2 and

p < 2, hence, m2(p) = 2p
2−p

, m1(q) = 4q
4−q

and m2(q) = 2q
2−q

. The proofs in the other cases

follow from the easy modifications. Without loss of generality, we may assume T < 1.

From the Hölder inequality it follows that

‖∇ · F,ε ; Lp(ΩT )‖ ≤ C

(∫

ΩT

|θF1,εε(ε) : ∇ε|pdxdt

) 1
p

+ C

(∫

ΩT

|F1,ε · ∇θ|pdxdt

) 1
p

+ C

(∫

ΩT

|F2,εε(ε) : ∇ε|pdxdt

) 1
p

≤ C

(∫

ΩT

|θ|p|ε|p(K1−2)|∇ε|pdxdt

) 1
p

+ C

(∫

ΩT

|ε|p(K1−1)|∇θ|pdxdt

) 1
p

+ C

(∫

ΩT

|ε|p(K2−2)|∇ε|pdxdt

) 1
p

≤ CT 1− 1
q ‖ ε ; L∞(ΩT )‖K1−2‖∇ε ; L

2p
2−p (ΩT )‖‖ θ ; L

2q
2−q (ΩT )‖

+ T
1
p
− 1

q
+ 1

4‖ ε ; L∞(ΩT )‖K1−1‖∇ · θ ; L
4q

4−q (ΩT )‖
+ CT

1
2‖ ε ; L∞(ΩT )‖K2−2‖∇ε ; L

2p
2−p (ΩT )‖

and

‖F,ε ; L2q(ΩT )‖ ≤ CT 1/2q + C‖ |ε|K1−1θ ; L2q(ΩT )‖+ C‖ |ε|K2−1 ; L2q(ΩT )‖
≤ CT 1/2q + CT

1
2(1− 1

q )‖ ε ; L∞(ΩT )‖K1−1‖ θ ; L
2q

2−q (ΩT )‖
+ CT 1/2q‖ ε ; L∞(ΩT )‖K2−1.

Notice that all the exponents of power of T are positive from the assumptions (A.1.1).

Here we choose

δ = min

{
1

4

(
1− 1

q

)
,

1

2

(
1

p
− 1

q
+

1

4

)}
(> 0).
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Then we obtain

‖∇ · F,ε ; Lp(ΩT )‖ ≤ CT (1− 1
q )−δ‖∇ · ε ; Lm2(p)‖‖ ε ; L∞‖K1−2

(
T δ‖ θ ; Lm2(q)‖)

+ CT ( 1
p
− 1

q
+ 1

4)−δ
(
T δ‖∇θ ; Lm1(q)(ΩT )‖) ‖ ε ; L∞(ΩT )‖K1−1

+ CT
1
2‖ ε ; L∞(ΩT )‖K2−1‖∇ · ε ; Lm2(p)(ΩT )‖

≤ Λ2h̃1(‖ (u, θ) ; VT (p, q)‖)‖ (u, θ) ; VT (p, q)‖

and

‖F,ε ; L2q(ΩT )‖ ≤ CT 1/2q + CT
1
2(1− 1

q )−δ‖ ε ; L∞(ΩT )‖K1−1
(
T δ‖ θ ; Lm2(q)(ΩT )‖)

+ CT 1/2q‖ ε ; L∞(ΩT )‖K2−1

≤ CT 1/2q + Λ2h̃1(‖ (u, θ) ; VT (p, q)‖)‖ (u, θ) ; VT (p, q)‖,

where h̃1(y) := yK1−1 + yK2−2 and Λ2 = CTC for some constant C.

By the maximal regularity (3.2.2) we have

‖ ũ ; W 4,2
p (ΩT )‖ ≤ C(‖ (u0,u1, 0) ; U(p, q)‖+ 1)

+ Λ2h̃1(‖ (u, θ) ; VT (p, q)‖)‖ (u, θ) ; VT (p, q)‖.

By Proposition A.1.3 we also obtain

‖ ε̃ ; L∞(ΩT )‖ ≤ C‖ (u0,u1, 0) ; U(p, q)‖+ C‖∇ · F,ε ; Lp(ΩT )‖
≤ C(‖ (u0,u1, 0) ; U(p, q)‖+ 1)

+ Λ2h̃1(‖ (u, θ) ; VT (p, q)‖)‖ (u, θ) ; VT (p, q)‖,
‖∇ · ε̃ ; Lm2(p)(ΩT )‖ ≤ C‖ (u0,u1, 0) ; U(p, q)‖+ C‖∇ · F,ε ; Lp(ΩT )‖

≤ C(‖ (u0,u1, 0) ; U(p, q)‖+ 1)

+ Λ2h̃1(‖ (u, θ) ; VT (p, q)‖)‖ (u, θ) ; VT (p, q)‖.

It follows from the embedding B
4−2/p
p,p ↪→ B

3−1/q
2q,2q for 2

p
− 1

q
≤ 1

2
and the maximal regularity

(3.2.3) that

‖ ε̃t ; L2q(ΩT )‖ ≤ C
∥∥ (u0,u1) ; B

3−1/q
2q,2q ×B

1−1/q
2q,2q

∥∥ + C‖F,ε ; L2q(ΩT )‖
≤ C(‖ (u0,u1, 0) ; U(p, q)‖+ 1)

+ Λ2‖ ε ; L∞(ΩT )‖ (
T δ‖ θ ; Lm2(q)(ΩT )‖)

+ Λ2‖ ε ; L∞(ΩT )‖K2−1.
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On the other hand, by the maximal regularity (3.2.20) for the heat equation, we have

T δ‖ θ̃ ; W 2,1
q (ΩT )‖ ≤ CT δ‖ (0, 0, θ0) ; U(p, q)‖

+ CT δ‖ εt ; L2q(ΩT )‖ ‖ |ε|K1−1θ ; L2q(ΩT )‖
+ CT δ‖ εt ; L2q(ΩT )‖2

≤ C‖ (0, 0, θ0) ; U(p, q)‖
+ Λ2h̃2 (‖ (u, θ) ; VT (p, q)‖) ‖ (u, θ) ; VT (p, q)‖,

where h̃2(y) := yK1−1 + y. In the same way as above, it follows from (A.1.5) and (A.1.6)

that

T δ‖ θ̃ ; Lm2(q)(ΩT )‖ ≤ C(‖ (0, 0, θ0) ; U(p, q)‖)
+ Λ2h̃2(‖ (u, θ) ; VT (p, q)‖)‖ (u, θ) ; VT (p, q)‖,

T δ‖∇θ̃ ; Lm1(q)(ΩT )‖ ≤ C(‖ (0, 0, θ0) ; U(p, q)‖)
+ Λ2h̃2(‖ (u, θ) ; VT (p, q)‖)‖ (u, θ) ; VT (p, q)‖.

Consequently, combining these inequalities, we arrive at

‖ (ũ, θ̃) ; VT (p, q)‖ ≤ C(‖ (u0,u1, θ0) ; U(p, q)‖)
+ Λ2h̃(‖ (u, θ) ; VT (p, q)‖)‖ (u, θ) ; VT (p, q)‖,

where h̃(y) := h̃1(y) + h̃2(y).

Similarly, for (u, θ) and (u, θ) ∈ VM
T (p, q) we have

‖Φ(u,θ)− Φ(u, θ) ; VT (p, q)‖
≤ Λ2[h(‖ (u, θ) ; VT (p, q)‖) + h(‖ (u, θ) ; VT (p, q)‖)]

× ‖ (u, θ)− (u, θ) ; VT (p, q)‖.

Indeed, it holds that

|F,ε(ε, θ)− F,ε(ε, θ)| ≤ (|F1,ε(ε)θ − F1,ε(ε)θ|+ |F1,ε(ε)θ − F1,ε(ε)θ|)
+ |F2,ε(ε)− F2,ε(ε)|

≤ C|θ|(|ε|K1−2 + |ε|K1−2)|ε− ε|+ C|ε|K1−1|θ − θ|
+ C(|ε|K2−2 + |ε|K2−2)|ε− ε|,

where ε = ε(u). In order to obtain the above inequality, we have used the following

inequality:

|F1,ε(ε)− F1,ε(ε)| ≤ |ε− ε|
∫ 1

0

|F1,εε(s(ε− ε) + ε)|ds

≤ C|ε− ε|(|ε|K1−2 + |ε|K1−2),
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since sups∈[0,1] F1,εε(s(ε− ε) + ε) ≤ C(|ε|K1−2 + |ε|K1−2) holds.

We put 2M := C(‖ (u0,u1, θ0) ; U(p, q)‖+1), and choose the time T sufficiently small

such that

Λ2h(M) <
1

2
.

We note that limT→0 Λ2 = 0. Then we obtain the unique existence of the solution for

(A.0.1)–(A.0.4) in VM
T (p, q). To prove the uniqueness in the whole space VT (p, q), it is

enough to take T sufficiently small. By the embedding (Lemma 3.1.1) we have VT (p, q) =

VT (p, q). For the other case of p, we can prove the result in the same way. Then the

desired result is obtained.

A.2 Small Energy Global Existence

Our main purpose of this section is to obtain the global estimate of the above solution

class. At the first step we state the energy conservation law.

Lemma A.2.1 (Energy Conservation Law). Assume that F satisfies the conditions

(N2)–(N4) with (A.0.5). Then for any t ∈ [0,∞) the smooth solution of (A.0.1)–(A.0.4)

satisfies

‖θ(t)‖L1(Ω) + ‖ut(t)‖L2(Ω) + ‖u(t)‖H2(Ω) ≤ K(‖(u0,u1, θ0)‖E), (A.2.1)

where K(x) is the monotone increasing function such that K(0) = 0.

Proof. Multiplying (A.0.1) by ut and integrating the resulting equation with respect to

the space variable, we have

d

dt

(
1

2
‖ut ; L2‖2 +

1

2
‖Qu ; L2‖2 +

∫

Ω

F2(ε)dx

)
+ ν

∫

Ω

(Aεt) : εtdx = −
∫

Ω

θF1,ε(ε) : εtdx.

Integrating (A.0.2) with respect to x, we obtain

d

dt

∫

Ω

θdx = ν

∫

Ω

(Aεt) : εtdx +

∫
θF1,ε(ε) : εtdx.

Combining these equalities, we deduce

d

dt

(
1

2
‖ut ; L2‖2 +

1

2
‖Qu ; L2‖2 +

∫

Ω

F2(ε)dx +

∫

Ω

θdx

)
= 0.
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Then from F2(ε) ≥ 0 and the Sobolev embedding H1 ↪→ LK2 for any K2 < ∞ it follows

that

1

2
‖ut(t) ; L2‖2 +

1

2
‖Qu(t) ; L2‖2 +

∫

Ω

θ(t)dx

≤ 1

2
‖u1 ; L2‖2 +

1

2
‖Qu0 ; L2‖2 +

∫

Ω

θ0dx + C‖ ε(0) ; LK2‖K2

≤ 1

2
‖u1 ; L2‖2 +

1

2
‖u0 ; H2‖2 + ‖ θ0 ; L1‖+ C‖u0 ; H2‖K2 .

By the maximum principle (Lemma 3.3.2), if θ0 ≥ 0, then we obtain θ(t) ≥ 0 for

sufficiently smooth solution (u, θ) (e.g. (u, θ) ∈ W 4,2
p (ΩT ) × L∞T L2 for p > 4). We have

completed the proof of Lemma A.2.1.

Using this energy bound, we can obtain the following global bound.

Theorem A.2.2. Let T < ∞ be arbitrarily fixed. Assume that F satisfies the conditions

(N2)–(N4) with (A.0.5). Let (u, θ) be the solution of (A.0.1)–(A.0.4) for (u0,u1, θ0) ∈ Up.

There exists η > 0 independent of T such that if (u0,u1, θ0) ∈ Up satisfies

‖(u0,u1, θ0)‖E ≤ η,

then we have

‖u ; W 4,2
p (ΩT )‖+ ‖ θ ; W 2,1

3p
4

(ΩT )‖ ≤ Λ,

where Λ depends on p, T , η, M , and ‖(u0,u1, θ0)‖Up.

Proof. We first note that the following Gagliardo-Nirenberg type estimates hold

‖ θ ; L
3p
2 (ΩT )‖ ≤ C‖ θ ; L∞T L1

x‖
1
2‖ θ ; W 2,1

3p
4

(ΩT )‖ 1
2 ,

‖∇θ ; Lp(ΩT )‖ ≤ C‖ θ ; L∞T L1
x‖

1
4‖ θ ; W 2,1

3p
4

(ΩT )‖ 3
4 ,

‖ut ; L3p(ΩT )‖ ≤ C‖ut ; L∞T L2
x‖

2
3‖u ; W 4,2

p (ΩT )‖ 1
3 ,

‖∇ · ε ; L3p(ΩT )‖ ≤ C‖u ; L∞T H2
x‖

2
3‖u ; W 4,2

p (ΩT )‖ 1
3 ,

‖ εt ; L
3p
2 (ΩT )‖ ≤ C‖ut ; L∞T L2

x‖
1
3‖u ; W 4,2

p (ΩT )‖ 2
3

and that from the Sobolev inequality it follows that

‖ ε ; L∞T La
x‖ ≤ C‖u ; L∞T H2

x‖

for any a < ∞, where C is independent of T .

Since F1 ∈ C3(Sym(2,R),R), we have

sup
|ε|≤εc

(|F1,εε(ε)|+ |F1,ε(ε)|) ≤ C.
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For K1 ∈ [0, 1] it holds that

sup
|ε|>εc

(|F1,εε(ε)|+ |F1,ε(ε)|) ≤ C sup
|ε|>εc

(|ε|K1−2 + |ε|K1−1
) ≤ C.

Therefore we have

|F1,εε|+ |F1,ε| ≤ M,

where M is a positive constant depending only on F1.

By the energy conservation law (A.2.1) and the Young inequality, we have

‖∇ · F,ε ; Lp(ΩT )‖ ≤ C‖F1,εε ; L∞(ΩT )‖‖∇ · ε ; L3p(ΩT )‖‖ θ ; L
3p
2 (ΩT )‖

+ C‖F1,ε ; L∞(ΩT )‖‖∇θ ; Lp(ΩT )‖
+ C‖F2,εε ; L

3p
2 (ΩT )‖‖∇ · ε ; L3p(ΩT )‖

≤ CMK(η)
2
3
+ 1

2‖u ; W 4,2
p (ΩT )‖ 1

3‖ θ ; W 2,1
3p
4

(ΩT )‖ 1
2

+ CMK(η)
1
4‖ θ ; W 2,1

3p
4

(ΩT )‖ 3
4

+ CT
2
3p K(η)K2+ 2

3‖u ; W 4,2
p (ΩT )‖ 1

3

≤ 1

2
‖u ; W 4,2

p (ΩT )‖+
2

3

√
2

3
CMK(η)

7
6‖ θ ; W 2,1

3p
4

(ΩT )‖ 3
4

+ CMK(η)
1
4‖ θ ; W 2,1

3p
4

(ΩT )‖ 3
4 +

2

3

√
2

3
CT

2
3p K(η)K2+ 2

3 .

From the maximal regularity estimates (3.2.2) and (3.2.20) it follows that

‖u ; W 4,2
p (ΩT )‖ ≤ C‖(u0,u1, 0)‖Up +

4

3

√
2

3
CT

2
3p K(η)K2+ 2

3

+

(
4

3

√
2

3
K(η)

7
6 + 2K(η)

1
4

)
CM‖ θ ; W 2,1

3p
4

(ΩT )‖ 3
4

(A.2.2)

and

‖ θ ; W 2,1
3p
4

(ΩT )‖ ≤ C‖(0, 0, θ0)‖Up + C‖ εt ; L
3p
2 (ΩT )‖2

+ C‖ εt ; L
3p
2 (ΩT )‖‖ θ ; L

3p
2 (ΩT )‖‖F1,ε ; L∞(ΩT )‖

≤ C‖(0, 0, θ0)‖Up + CK(η)
2
3‖u ; W 4,2

p (ΩT )‖ 4
3

+ CMK(η)
1
3
+ 1

2‖u ; W 4,2
p (ΩT )‖ 2

3‖ θ ; W 2,1
p (ΩT )‖ 1

2 .

(A.2.3)

Substituting (A.2.2) into (A.2.3), we have

‖ θ ; W 2,1
3p
4

(ΩT )‖ ≤ C(‖(u0,u1, θ0)‖Up , T,M,K(η)) + C̃(M,K(η))‖ θ ; W 2,1
3p
4

(ΩT )‖.
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Here we note that lim
η→0

C̃(M,K(η)) = 0. Therefore, taking η sufficiently small such that

C̃(M,K(η)) <
1

2
,

we obtain

‖ θ ; W 2,1
3p
4

(ΩT )‖ ≤ C(‖(u0,u1, θ0)‖Up , T,M, K(η)). (A.2.4)

Substituting (A.2.4) into (A.2.2) yields

‖u ; W 4,2
p (ΩT )‖ ≤ C(‖(u0,u1, θ0)‖Up , T,M, K(η)),

which completes the proof.

Theorem A.1 immediately follows from Theorems A.1.1 and A.2.2.
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