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## Preface

This monograph is based on the author's doctoral thesis [27] submitted to the Mathematical Institute, Tohoku University in 2002. In that thesis, the author studied the relation between singularities and stability of harmonic maps from domains in the 4 -dimensional Euclidean space into 3 -spheres. We shall give basic notation and review the history of study for harmonic maps briefly in the first two chapters, especially several known results closely related to ours. In Chapter 3, we shall prove a theorem on energies of harmonic maps between spheres following Ramanathan's paper [29]. This plays an important role in proving the main result in the thesis [27]. In Chpater 4, we shall prove the main theorem following the author's papers [25] and [26].

Harmonic maps are the critical points of the Dirichlet energy functional defined for maps between Riemannian manifolds, and they play very important roles in various context in differential geometry as well as in physics.

Let $\Omega$ be a bounded domain with smooth boundary in the $m$-dimensional Euclidean space $\mathbb{R}^{m}$ and $\mathbb{S}^{n}$ denote the $n$-dimensional unit sphere in $\mathbb{R}^{n+1}$, where $m$ and $n$ are integers greater than or equal to 2 . We define the Sobolev space $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$ of maps from $\Omega$ to $\mathbb{R}^{n+1}$ to be

$$
W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)=\left\{\begin{array}{l|l}
u=\left(u^{i}\right)_{1 \leq i \leq n+1} & \begin{array}{l}
u^{i} \in L^{2}(\Omega, \mathbb{R}), \frac{\partial u^{i}}{\partial x^{\alpha}} \in L^{2}(\Omega, \mathbb{R}) \\
\text { for } 1 \leq i \leq n+1,1 \leq \alpha \leq m
\end{array}
\end{array}\right\}
$$

where $\partial u^{i} / \partial x^{\alpha}$ is the derivative in distribution sense. The inner product
$(\cdot, \cdot)_{W^{1,2}}$ of $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$ is defined by

$$
(u, v)_{W^{1,2}}=\int_{\Omega} u \cdot v d x+\int_{\Omega}\langle\nabla u, \nabla v\rangle d x
$$

Here and in what follows, we use the notation:

$$
\begin{aligned}
& u \cdot v=\sum_{i=1}^{n+1} u^{i} v^{i}, \quad|u|^{2}=u \cdot u, \quad \nabla u=\left(\frac{\partial u^{i}}{\partial x^{\alpha}}\right)_{1 \leq i \leq n+1,1 \leq \alpha \leq m}, \\
& \langle\nabla u, \nabla v\rangle=\sum_{i=1}^{n+1} \sum_{\alpha=1}^{m} \frac{\partial u^{i}}{\partial x^{\alpha}} \frac{\partial v^{i}}{\partial x^{\alpha}}, \quad|\nabla u|^{2}=\langle\nabla u, \nabla u\rangle .
\end{aligned}
$$

Also, $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$ denotes the closure of $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ in $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$. Furthermore we define the class $W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ of Sobolev maps to be

$$
W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)=\left\{u \in W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)| | u(x) \mid=1 \text { for almost every } x \in \Omega\right\}
$$

Also, for any $\zeta \in C^{\infty}\left(\partial \Omega, \mathbb{S}^{n}\right)$, we define the class $W_{\zeta}^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ to be

$$
W_{\zeta}^{1,2}\left(\Omega, \mathbb{S}^{n}\right)=\left\{u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right) \mid u=\zeta \text { on } \partial \Omega\right\}
$$

To every element $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$, we associate a non-negative real number

$$
\mathbf{E}(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2} d x,
$$

which is called the Dirichlet energy of $u$, and $\mathbf{E}$ is referred to as the Dirichlet energy functional. In the present monograph, we investigate the variational problem of $\mathbf{E}$. More precisely, for a given $\zeta \in C^{\infty}\left(\partial \Omega, \mathbb{S}^{n}\right)$, we look for minimum points and critical points of $\mathbf{E}$ in the class $W_{\zeta}^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$. Namely,

Problem 1. Find a map $u_{\min } \in W_{\zeta}^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ which satisfies

$$
\mathbf{E}\left(u_{\min }\right)=\operatorname{Inf}_{u \in W_{\zeta}^{1,2}\left(\Omega, \mathbb{S}^{n}\right)} \mathbf{E}(u),
$$

and study its regularity.

We call the map $u_{\text {min }}$ an energy minimizing map, which is a natural generalization of the notion of harmonic functions. When $W_{\zeta}^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ is non-empty,
the existence of such maps can be proved by the direct method in the calculus of variations. Since elements of $W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ are not necessarily continuous, it is important to study the regularity of energy minimizing maps. In accordance with custom, we use the word regularity when we discuss the differentiability of a Sobolev map. Also, the word smooth means being infinitely differentiable.

In contrast to harmonic functions, energy minimizing maps are not necessarily continuous. For an energy minimizing map $u$, a point of $\bar{\Omega}$ is said to be a singular point of $u$ if $u$ is discontinuous at $a$. A typical example of discontinuous energy minimizing maps is given by the map $x /|x| \in W_{\mathrm{id} \mathrm{s}^{m-1}}^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{m-1}\right)(m \geq$ 3) $([21])$, where $\mathbb{B}^{m}$ is an $m$-dimensional unit open ball in $\mathbb{R}^{m}$. Obviously, this is discontinuous at 0 . On the regularity of energy minimizing maps, the following facts have been already established.
(1) There exists a neighborhood of $\partial \Omega$ in which $u_{\text {min }}$ is smooth (see SchoenUhlenbeck [34]).
(2) If $m=2$, then $u_{\min }$ is smooth in $\Omega$ (see Morrey [23]).
(3) If $m \geq 3$, there exists a closed set $\Sigma \subset \Omega$ with $\operatorname{dim}_{\mathcal{H}}(\Sigma) \leq m-3$ such that $u_{\min }$ is smooth on $\Omega \backslash \Sigma$. Moreover, $\Sigma$ is a discrete set if $m=3$ (see Schoen-Uhlenbeck [33]). Here, $\operatorname{dim}_{\mathcal{H}}$ stands for the Hausdorff dimension.

By the very definition, an energy minimizing map is a minimum point of the Dirichlet energy functional, and hence it is also a critical point, that is, a weak solution to the Euler-Lagrange equation of the Dirichlet energy functional. Here, two types of the Euler-Lagrange equations are to be considered. One is obtained by the variation in the target $\mathbb{S}^{n}$, and the other is obtained by the variation in the domain $\Omega$. The Euler-Lagrange equation obtained by the former variation is given by

$$
\begin{equation*}
\int_{\Omega}\left\{\langle\nabla u, \nabla \phi\rangle-|\nabla u|^{2} u \cdot \phi\right\} d x=0 \text { for all } \phi \in \mathrm{C}_{0}^{\infty}\left(\Omega, \mathbb{R}^{\mathrm{n}+1}\right), \tag{1}
\end{equation*}
$$

and that for the latter variation is given by

$$
\begin{equation*}
\int_{\Omega}\left\{|\nabla u|^{2} \operatorname{div}(\eta)-2 \sum_{\alpha, \beta=1}^{m} \frac{\partial \eta^{\beta}}{\partial x^{\alpha}} \frac{\partial u}{\partial x^{\alpha}} \cdot \frac{\partial u}{\partial x^{\beta}}\right\} d x=0 \text { for all } \eta \in \mathrm{C}_{0}^{\infty}\left(\Omega, \mathbb{R}^{\mathrm{m}}\right) \tag{2}
\end{equation*}
$$

We call $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ a weakly harmonic map if $u$ satisfies (1); and $u$ is said to be a stationary harmonic map if $u$ satisfies both (1) and (2). If $u$ is smooth and satisfies (1), we call $u$ a smooth harmonic map. In the present monograph, we use the terminology "harmonic maps" to mean both in the regular sense and in the weak sense. Energy minimizing maps are always stationary harmonic maps, and it is immediate by the definition that stationary harmonic maps are always weakly harmonic maps. The converse, however, is not true.

Now we state a natural problem on harmonic maps.

Problem 2. Given any $\zeta \in C^{\infty}\left(\partial \Omega, \mathbb{S}^{n}\right)$, find harmonic maps $u \in W_{\zeta}^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ and study the regularity of them.

Contrary to the case of energy minimizing maps, weakly harmonic maps may be discontinuous on larger sets. Indeed, Rivière [30] constructed a weakly harmonic map from $\mathbb{B}^{3}$ into $\mathbb{S}^{2}$ which is discontinuous everywhere on $\overline{\mathbb{B}^{3}}$. On the other hand, Bethuel [3] and Evans [9] proved that any stationary harmonic map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ is smooth on $\Omega$ except for an $\mathcal{H}^{m-2}$-null set, where $\mathcal{H}^{m-2}$ is the ( $m-2$ )-dimensional Hausdorff measure.

Recall that the harmonicity is a condition on the first variation of the Dirichlet energy functional, and harmonic maps correspond to critical points of the Dirichlet energy functional. Thus we next consider the second variation of the Dirichlet energy functional at a harmonic map. Let $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a weakly harmonic map. Then the second variation of $\mathbf{E}$ at $u$ is given by

$$
\delta_{u}^{2} \mathbf{E}(\psi)=\int_{\Omega}\left\{|\nabla \psi|^{2}-|\nabla u|^{2}|\psi|^{2}\right\} d x
$$

for $\psi \in W_{0}^{1,2} \cap L^{\infty}\left(\Omega, \mathbb{R}^{n}\right)$ satisfying $\psi(x) \cdot u(x)=0$ for almost every $x \in \Omega$. A
harmonic map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ is said to be weakly stable if

$$
\delta_{u}^{2} \mathbf{E}(\psi) \geq 0
$$

for all $\psi \in W_{0}^{1,2} \cap L^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ satisfying $u(x) \cdot \psi(x)=0$ for almost every $x \in \Omega$. Otherwise, we call $u$ unstable. The orthogonality condition means that $\psi$ is a vector field along $u$.

An energy minimizing map is weakly stable because it is a minimum point of the Dirichlet energy functional. Hong [17] and Hong-Wang [18] proved that a weakly stable stationary harmonic map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ is smooth on $\Omega$ if $n \geq 3$ except for a closed set $\Sigma$ with $\operatorname{dim}_{\mathcal{H}}(\Sigma) \leq m-3$.

There have been many other results on the regularity of harmonic maps. Most of them, however, are concerned with the estimate of the size of the singular set (the set of points of discontinuity).

In 1987, Brezis-Coron-Lieb [5] investigated the behavior of an energy minimizing map from a domain in $\mathbb{R}^{3}$ into $\mathbb{S}^{2}$, and showed that its mapping degree around a singular point is equal to +1 or -1 . Indeed, they analyzed the precise behavior around the singular point. Subsequently, many people made use of the technique of Brezis-Coron-Lieb and developed a deep theory. Typical results are obtained on estimates of the number of singular points (due to Almgren-Lieb [1], Hardt-Lin [14]), and the existence of infinitely many weakly harmonic maps (due to Bethuel-Brezis-Coron [4]). Now we have a natural problem.

Problem 3. Analyze the behavior of an energy minimizing map around its singular points.

The work of Brezis-Coron-Lieb, however, depends heavily on the fact that their target manifold is $\mathbb{S}^{2}$, which is a Riemann surface. Therefore it seems rather difficult to apply their techniques in higher dimensional cases. Since spheres of different dimensions have distinct geometric properties, we must use different techniques. In the present monograph, we consider the weakly
stable stationary harmonic maps from a domain in $\mathbb{R}^{4}$ into $\mathbb{S}^{3}$. In this case, due to Hong-Wang [18], Okayasu [28] and Schoen-Uhlenbeck [35], the set of interior singular points of a weakly stable stationary harmonic map is a discrete set.

Now, let us state the main theorem of the present monograph (Theorem 1.9 (1) in Chapter 1). This result was proved in [26].

Theorem 0.1 (Mapping degree around a singular point) Let $\Omega \subset \mathbb{R}^{4}$ be a bounded domain with smooth boundary. If a weakly stable stationary harmonic map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{3}\right)$ has a singular point $\xi \in \Omega$, then the mapping degree of $u$ around $\xi$ is equal to $+1,-1$ or 0 .

As a consequence, if a stationary harmonic map from a 4-dimensional domain in $\mathbb{R}^{4}$ into $\mathbb{S}^{3}$ has an isolated singular point $\xi \in \Omega$ and if the mapping degree of $u$ at $\xi$ is neither $\pm 1$ nor 0 , then $u$ is revealed to be unstable.

Unfortunately, we do not know whether there exists a weakly stable stationary harmonic map having a singular point around which the mapping degree of $u$ is equal to 0 . Although we do not know such an example, we cannot exclude the possibility from our proof at present. It is the author's personal opinion that we may exclude the possibility by another consideration. This is one of our future problems.

The assumption of weak stability of $u$ is essential for determining the mapping degree around a singular point in Theorem 0.1. Indeed, for any integer $d$, there exists a stationary harmonic map $u_{d} \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ having an isolated singular point at the origin, at which the mapping degree of $u$ is equal to $d$ (see Theorem 1.10 in Chapter 1). Therefore, in the case of maps from a 4-dimensional domain into $\mathbb{S}^{3}$, the weak stability effects the behavior of a stationary harmonic map around its isolated singular points.

In addition to the mapping degree, the exact behavior of a stable stationary harmonic map around a singular point can be determined if the mapping degree there is equal to +1 or -1 . To state the results precisely, we now introduce a rescaled map. For a point $\xi \in \Omega$ and $0<\rho<\operatorname{dist}(\xi, \partial \Omega)$ we define the map
$u_{\xi, \rho} \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{n-1}\right)$ to be

$$
u_{\xi, \rho}(x)=u(\xi+\rho x),
$$

where $\mathbb{B}^{m}$ is the unit ball in $\mathbb{R}^{m}$ with center at the origin. It can be thought that $u_{\xi, \rho}$ emphasizes the behavior of $u$ around $\xi$ if $\rho$ is small. We have the following result (Theorem 1.9 (2) in Chapter 1) (see [26]).

Theorem 0.2 Let $\Omega \subset \mathbb{R}^{4}$ be a bounded domain. Suppose that a weakly stable stationary harmonic map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{3}\right)$ has an isolated singular point $\xi \in \Omega$, and that its mapping degree around $\xi$ is equal to +1 or -1 . Then there exist a sequence $\left\{\rho_{j}\right\}_{j=1}^{\infty}$ of positive numbers tending to 0 , and a $4 \times 4$ constant orthogonal matrix $S$ such that for any multi-index $\left(l_{1}, l_{2}, l_{3}, l_{4}\right)$, where each $l_{k}$ is a non-negative integer,

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}}\left(\frac{\partial}{\partial x^{2}}\right)^{l_{2}}\left(\frac{\partial}{\partial x^{3}}\right)^{l_{3}}\left(\frac{\partial}{\partial x^{4}}\right)^{l_{4}} u_{\xi, \rho_{j}}
$$

converges to

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}}\left(\frac{\partial}{\partial x^{2}}\right)^{l_{2}}\left(\frac{\partial}{\partial x^{3}}\right)^{l_{3}}\left(\frac{\partial}{\partial x^{4}}\right)^{l_{4}} S \frac{x}{|x|}
$$

uniformly on every compact subset of $\mathbb{B}^{4} \backslash\{0\}$ as $j$ tends to $\infty$.
Theorem 0.1 and Theorem 0.2 correspond to Theorem 1.9 in Chapter 1 and the proofs will be given in Chapter 4. The proofs are done by using the socalled blow-up technique and a precise analysis of the second variation. Beside these, we are obliged to set a stronger condition on the second variation, called strict stability, as follows. Suppose that the singular set of a weakly harmonic map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ consists of a finite number of interior points. Then $u$ is said to be strictly stable if there exists a positive number $\lambda>0$ such that

$$
\delta_{u}^{2} \mathbf{E}(\psi) \geq \lambda \int_{\Omega} d(x)^{-2}|\psi|^{2} d x
$$

for any $\psi \in W_{0}^{1,2} \cap L^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ satisfying $u(x) \cdot \psi(x)=0$ for almost every $x \in$ $\Omega$. Here $d(x)=\operatorname{dist}(x, \operatorname{Sing}(u))$ denotes the distance from $x$ to $\operatorname{Sing}(u)$, where $\operatorname{Sing}(u)$ is the set of points of discontinuity of $u$. The weight function $d(x)^{-2}$ reflects the behavior of $u$ near $\operatorname{Sing}(u)$. We denote by $\lambda(u)$ the supremum of such $\lambda$. We use the following curious phenomenon (Theorem 1.9 (1)) (see [26]).

Theorem 0.3 Let $\Omega \subset \mathbb{R}^{4}$ be a bounded domain with smooth boundary. Suppose that a weakly stable stationary harmonic map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{3}\right)$ has an isolated singular point $\xi$ and that the mapping degree of $u$ around $\xi$ is equal to +1 or -1 . Then $u$ is not strictly stable.

It is known that an energy minimizing map $x /|x| \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{m-1}\right)$ satisfies

$$
\lambda\left(\frac{x}{|x|}\right)=\frac{(m-4)^{2}}{4} \quad \text { for } m \geq 3
$$

Therefore our method seems neither to be used for higher dimensional cases nor to give a new proof of Brezis-Coron-Lieb's result.

Study of the behavior of a harmonic map around a singular point is very interesting not only from analytical point of view, but also from geometrical point of view. Also, it is important to investigate what type of conditions on harmonic maps influences the behavior of harmonic maps around a singular point. Theorems mentioned above are the first result which clarifies the effect of stability on the behavior of a stationary harmonic map around an isolated singular point in a simple setting. Although our method seems not applicable to the case of maps from an $m$-dimensional domain into an $(m-1)$-sphere if $m \neq 4$, the author believes that the precise analysis of the second variation is an efficient method in the study of singularity of harmonic maps. Also, the non-strict stability appearing in Theorem 0.3 reflects some special structure of maps from a 4 -dimensional domain into a 3 -sphere.

The present monograph is organized as follows.
In Chapter 1, we collect several definitions used throughout the monograph and review relevant known results on harmonic maps. We state the main theorem (Theorem 1.9) in the author's thesis [27] and some corollaries derived from it.

In Chapter 2, we prove the energy identity for stationary harmonic maps and introduce the blow-up technique. By virtue of this technique, the proof of Theorem 1.9 is reduced to the study of smooth harmonic maps between 3 -spheres. In the course of the discussion of the blow-up, we prove a simple
inequality (Lemma 2.1) that relates the upper bound of the Dirichlet energy of a weakly stable stationary harmonic map.

In Chapter 3, we present some relevant results on conformal geometry and discuss the energy of harmonic maps between spheres. Theorems obtained in this Chapter are used to obtain the lower bound of the Dirichlet energy of weakly harmonic maps satisfying some additional conditions.

In Chapter 4, we prove Theorem 1.9 by applying the estimate of the Dirichlet energy and the stability condition. Also, we make several remarks and comments on some of our future problems.

## List of Basic Notation

Let $\Omega$ be a bounded domain in $\mathbb{R}^{m}$ and $M$ and $N$ denote smooth compact Riemannian manifolds.
[1] For a point $\xi=\left(\xi^{1}, \xi^{2}, \cdots, \xi^{m}\right) \in \mathbb{R}^{m}$ and a constant $\rho>0$, we set $\mathbb{B}_{\rho}^{m}(\xi)=\left\{x=\left(x^{1}, x^{2}, \cdots, x^{m}\right) \in \mathbb{R}^{m} \mid \sum_{\alpha=1}^{m}\left(x^{\alpha}-\xi^{\alpha}\right)^{2}<\rho^{2}\right\}$. We simply write $\mathbb{B}^{m}$ for $\mathbb{B}_{1}^{m}(0)$.
[2] For vectors $x=\left(x^{1}, x^{2}, \cdots, x^{m}\right), y=\left(y^{1}, y^{2}, \cdots, y^{m}\right) \in \mathbb{R}^{m}$ and $u=$ $\left(u^{1}, u^{2}, \cdots, u^{D}\right), v=\left(v^{1}, v^{2}, \cdots, v^{D}\right) \in \mathbb{R}^{D}$, the notation • stands for the standard Euclidean inner product of $\mathbb{R}^{m}$ and $\mathbb{R}^{D}$. That is, $x \cdot y=$ $\sum_{\alpha=1}^{m} x^{\alpha} y^{\alpha}, u \cdot v=\sum_{i=1}^{D} u^{i} v^{i}$. Also, $|\mid$ denotes the standard norm $| x \mid=$ $(x \cdot x)^{1 / 2},|u|=(u \cdot u)^{1 / 2}$.
[3] For matrices $A=\left(A_{\alpha}^{i}\right), B=\left(B_{\alpha}^{i}\right)(1 \leq \alpha \leq m, 1 \leq i \leq D)$, we define $\langle A, B\rangle$ to be $\langle A, B\rangle=\operatorname{trace}\left(A^{t} B\right)=\sum_{\alpha=1}^{m} \sum_{i=1}^{D} A_{\alpha}^{i} B_{\alpha}^{i}$ and $|A|$ to be $|A|=\langle A, A\rangle^{1 / 2}$.
[4] For $s, t \in \mathbb{R}$, we denote $s \vee t=\operatorname{Max}\{s, t\}$ and $s \wedge t=\operatorname{Min}\{s, t\}$.
[5] For a map $v: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n+1}$ we define the gradient $\nabla u$ of $u$ to be

$$
\nabla u=\left(\frac{\partial u^{i}}{\partial x^{\alpha}}\right)_{1 \leq \alpha \leq m, 1 \leq i \leq n+1}
$$

[6] $C^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ is the space of $\mathbb{R}^{n+1}$-valued infinitely differentiable maps in $\Omega . \mathcal{D}(\Omega)=C_{0}^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ is the space of infinitely differentiable maps with compact support in $\Omega$, and $\mathcal{D}^{\prime}(\Omega)$ is the dual space of $\mathcal{D}(\Omega)$. For $T \in \mathcal{D}^{\prime}(\Omega)$ and $\phi \in \mathcal{D}(\Omega),\langle T, \phi\rangle$ is the pairing of $T$ and $\phi$.
[7] We denote by $T M$ a tangent bundle of $M$ and by $T^{*} M$ a cotangent bundle. For $p \in M, T_{p} M$ is a tangent space of $M$ at $p$ and $T_{p}^{*} M$ a cotangent space of $M$ at $p$.
[8] $C^{\infty}(M, N)$ is the set of smooth maps from $M$ into $N$.
[9] If $\pi: E \rightarrow M$ and $\eta: F \rightarrow M$ are two vector bundles, we denote by $E \otimes F$ the tensor product of $E$ and $F$.
[10] Let $\pi: E \rightarrow M$ be a smooth vector bundle over $M$. We denote by $C^{\infty}(E)$ the vector space of smooth sections of $E$.
[11] If $u: M \rightarrow N$ is a smooth map and $\eta: F \rightarrow N$ a smooth vector bundle, we denote by $u^{-1} F$ the pull back bundle.
[12] The Sobolev space $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$ is defined to be $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)=\left\{\begin{array}{l|l}u=\left(u^{i}\right)_{1 \leq i \leq n+1} & \begin{array}{l}u^{i} \in L^{2}(\Omega, \mathbb{R}), \frac{\partial u^{i}}{\partial x^{\alpha}} \in L^{2}(\Omega, \mathbb{R}) \\ \text { for } 1 \leq \alpha \leq m, \text { and } 1 \leq i \leq n+1\end{array}\end{array}\right\}$, where $\partial u^{i} / \partial x^{\alpha}$ is the derivative in distribution sense. $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$ is the closure of $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ in $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$.
[13] For $\left\{u_{j}\right\}_{j=1}^{\infty} \subset W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$ and $u_{\infty} \in W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$, by $u_{j} \rightarrow u_{\infty}$ in $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$ we mean that $u_{j}$ converges strongly to $u_{\infty}$ in $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$. Also, $u_{j} \rightharpoonup u_{\infty}$ in $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$ means that $u_{j}$ converges weakly to $u_{\infty}$ in $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$.
[14] We define the set $W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ of sphere-valued Sobolev maps to be $W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)=\left\{u \in W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)| | u(x) \mid=1\right.$ for almost every $\left.x \in \Omega\right\}$.
[15] For a map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right), \xi \in \Omega$ and $0<\rho<\operatorname{dist}(\xi, \partial \Omega)$, we define the rescaled map $u_{\xi, \rho} \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{n}\right)$ to be $u_{\xi, \rho}(x)=u(\xi+\rho x)$.
[16] $\mathcal{M}(\Omega)$ is the set of Radon measures on $\Omega$. Given $\mu \in \mathcal{M}(\Omega)$ and any Borel set $A \subset \Omega$, we define another Radon measure $\mu\lfloor A$ to be $(\mu\lfloor A)(B)=$ $\mu(A \cap B)$ for a Borel set $B$ in $\Omega$.
[17] For $\left\{\mu_{j}\right\}_{j=1}^{\infty} \subset \mathcal{M}(\Omega)$ and $\mu \in \mathcal{M}(\Omega)$, by $\mu_{j} \rightharpoonup \mu$ in $\mathcal{M}(\Omega)$ we mean that

$$
\lim _{j \rightarrow \infty} \int_{\Omega} f d \mu_{j}=\int_{\Omega} f d \mu
$$

for any $f \in C_{0}(\Omega)$.
[18] For $0 \leq s<\infty, 0<\delta \leq \infty$, we define the $s$-dimensional Hausdorff premeasure $\mathcal{H}_{\delta}^{s}$ by

$$
\mathcal{H}_{\delta}^{s}(A)=\operatorname{Inf}\left\{\left.\sum_{j=1}^{\infty} \omega_{s}\left(\frac{\operatorname{diam}\left(C_{j}\right)}{2}\right)^{2} \right\rvert\, A \subset \bigcup_{j=1}^{\infty} C_{j}, \quad \operatorname{diam}\left(C_{j}\right) \leq \delta\right\},
$$

for each $A \subset \mathbb{R}^{m}$, where $\omega_{s}=\pi^{s / 2} / \Gamma(s / 2+1)$. $\mathcal{H}^{s}$ denotes the $s$ dimensional Hausdorff measure given by

$$
\mathcal{H}^{s}(A)=\lim _{\delta \rightarrow 0} \mathcal{H}_{\delta}^{s}(A)=\operatorname{Sup}_{\delta>0} \mathcal{H}_{\delta}^{s}(A) .
$$

for each $A \subset \mathbb{R}^{m}$.
[19] For $1 \leq p<\infty$, we define the $p$-capacity $\mathrm{Cap}_{p}$ to be

$$
\operatorname{Cap}_{p}(A)=\operatorname{Inf}\left\{\int_{\mathbb{R}^{m}}|\nabla \varphi|^{p} d x \mid \varphi \in C_{0}^{\infty}\left(\mathbb{R}^{m}, \mathbb{R}\right), \quad A \subset \operatorname{Int}\{\phi \geq 1\}\right\}
$$

for each $A \subset \mathbb{R}^{m}$, where $\{\phi \geq 1\}=\left\{x \in \mathbb{R}^{m} \mid \phi(x) \geq 1\right\}$ and $\operatorname{Int}\{\phi \geq 1\}$ is the interior of $\{\phi \geq 1\}$.

## Chapter 1

## Introduction

## §1.1 Smooth harmonic maps

Let $M$ be an $m$-dimensional compact Riemannian manifold with metric $g$ (with or without boundary), and $N$ be an $n$-dimensional compact Riemannian manifold with metric $h$ (without boundary). By Nash's embedding theorem, we may assume that $N$ is isometrically embedded in a $D$-dimensional Euclidean space $\mathbb{R}^{D}$ for some positive integer $D$. Let $d \mu_{g}$ be the canonical measure on $M$ induced by the metric $g$. We define the Dirichlet energy functional $\mathbf{E}: C^{\infty}(M, N) \rightarrow \mathbb{R}$ to be

$$
\mathbf{E}(u)=\frac{1}{2} \int_{M}|d u|^{2} d \mu_{g},
$$

where, in terms of a local coordinate system $\left(x^{\alpha}\right)_{1 \leq \alpha \leq m}$ in $M$ and a local coordinate system $\left(y^{i}\right)_{1 \leq i \leq n}$ in $N$, the energy density $|d u|^{2}$ is expressed as

$$
|d u|^{2}=g^{\alpha \beta}(x) h_{i j}(u) \frac{\partial u^{i}}{\partial x^{\alpha}} \frac{\partial u^{j}}{\partial x^{\beta}} .
$$

Here

$$
g_{\alpha \beta}=g\left(\frac{\partial}{\partial x^{\alpha}}, \frac{\partial}{\partial x^{\beta}}\right), h_{i j}=h\left(\frac{\partial}{\partial y^{i}}, \frac{\partial}{\partial y^{j}}\right),
$$

and $\left(g_{\alpha \beta}\right)^{-1}=\left(g^{\alpha \beta}\right)$. Hereafter, we use the summation convention of Einstein. Throughout this chapter, repeated Greek indices are understood to be summed from 1 to $m$, and repeated small Latin indices are to be summed from 1 to $n$. The manifolds $M$ and $N$ are called the source and the target, respectively.

We are interested in critical points of $\mathbf{E}$. Let $U \subset \operatorname{Int}(M)$ be a compact set with smooth boundary $\partial U$, where $\operatorname{Int}(M)$ is the interior of $M$. For a small $\epsilon>0$ let $\left(u_{t}\right)_{t \in I}$ be a smooth variation of $u$ satisfying $u_{t}=u$ in $M \backslash U$ for all $t \in I=(-\epsilon, \epsilon)$. The map $F(x, t)=u_{t}(x): M \times I \rightarrow N$ is smooth and $u_{0}=u$, so we can define a smooth section $V \in C^{\infty}\left(u^{-1} T N\right)$ (here $C^{\infty}\left(u^{-1} T N\right)$ is the vector bundle induced by $u$ ) to be

$$
V(x)=\left.\frac{d}{d t} u_{t}(x)\right|_{t=0} \quad \text { for } x \in M
$$

We calculate the first variation of $\mathbf{E}$ at $u$ :

$$
\begin{aligned}
\left.\frac{d}{d t} \mathbf{E}\left(u_{t}\right)\right|_{t=0} & =\left.\frac{1}{2} \frac{d}{d t} \int_{M}\left|d u_{t}\right|^{2} d \mu_{g}\right|_{t=0} \\
& =\left.\frac{1}{2} \int_{M} \frac{\partial}{\partial t}\left\langle d u_{t}, d u_{t}\right\rangle\right|_{t=0} d \mu_{g}=\left.\int_{M}\left\langle\nabla_{\frac{\partial}{\partial t}} d u_{t}, d u_{t}\right\rangle\right|_{t=0} d \mu_{g}
\end{aligned}
$$

where $d u_{t}$ is the differential of $u_{t}$ along $M$ for a fixed $t$ and $\nabla_{\frac{\partial}{\partial t}}$ is the covariant derivative in $T^{*}(M \times I) \otimes F^{-1} T N$. Let $X$ be an element of $C^{\infty}(T M)$. We naturally identify $X$ with an element $(X, 0)$ of $C^{\infty}(T(M \times I))$. Also we identify $\partial / \partial t \in C^{\infty}(T M)$ with an element $(0, \partial / \partial t)$ of $C^{\infty}(T(M \times I))$. Then we have

$$
\begin{aligned}
\left(\nabla_{\frac{\partial}{\partial t}} d u_{t}\right)(X) & =\nabla_{\frac{\partial}{\partial t}}^{F^{-1} T N}\left(d u_{t}(X)\right)-d u_{t}\left(\nabla_{\frac{\partial}{\partial t}}^{T(M \times I)} X\right) \\
& =\nabla_{\frac{\partial}{\partial t}}^{F^{-1} T N}(d F(X))-0 \\
& =\nabla_{X}^{F^{-1} T N}\left(d F\left(\frac{\partial}{\partial t}\right)\right)+d F\left(\left[\frac{\partial}{\partial t}, X\right]\right) \\
& =\nabla_{X}^{F^{-1} T N}\left(\frac{\partial F}{\partial t}\right)+0 .
\end{aligned}
$$

Here $\nabla^{F^{-1} T N}$ is the natural connection on $F^{-1} T N$. Thus we have

$$
\nabla_{\frac{\partial}{\partial t}} d u_{t}=\nabla^{F^{-1} T N} \frac{\partial F}{\partial t}
$$

and

$$
\begin{aligned}
\left.\frac{d}{d t} \mathbf{E}\left(u_{t}\right)\right|_{t=0} & =\left.\int_{M}\left\langle\nabla^{F^{-1} T N} \frac{\partial F}{\partial t}, d u_{t}\right\rangle\right|_{t=0} d \mu_{g} \\
& =\int_{M}\left\langle\nabla^{u^{-1} T N} V, d u\right\rangle d \mu_{g} .
\end{aligned}
$$

For an arbitrary point $p \in M$, we take a normal coordinate system $\left(x^{\alpha}\right)$ with origin at $p$. For simplicity, we abbreviate

$$
\partial_{\alpha}=\frac{\partial}{\partial x^{\alpha}}, \quad \nabla_{\alpha}=\nabla_{\frac{\partial}{\partial x^{\alpha}}} .
$$

Then it holds that

$$
\nabla_{\alpha} \partial_{\beta}=0, \quad \nabla_{\alpha} g^{\beta \gamma}=0 \quad \text { at } p
$$

for $1 \leq \alpha, \beta, \gamma \leq m$. Hence we have

$$
\begin{aligned}
\left\langle\nabla^{u^{-1} T N} V, d u\right\rangle & =\sum_{\alpha=1}^{m}\left\langle\nabla_{\alpha}^{u^{-1} T N} V, d u\left(\partial_{\alpha}\right)\right\rangle \\
& =\sum_{\alpha=1}^{m}\left\{\nabla_{\alpha}\left(\left\langle V, d u\left(\partial_{\alpha}\right)\right\rangle\right)-\left\langle V, \nabla_{\alpha}^{u^{-1} T N}\left(d u\left(\partial_{\alpha}\right)\right)\right\rangle\right\} \\
& =\sum_{\alpha=1}^{m}\left\{\nabla_{\alpha}\left(\left\langle V, d u\left(\partial_{\alpha}\right)\right\rangle\right)-\left\langle V, \nabla_{\alpha} d u\left(\partial_{\alpha}\right)\right\rangle\right\}
\end{aligned}
$$

The first term on the right-hand side is the divergence of the vector field $\left\langle V, \partial_{\alpha}\right\rangle \partial_{\alpha}$, which has a meaning globally. Since $V$ vanishes in $M \backslash U$, the integral of this term vanishes. Consequently, we obtain

$$
\begin{equation*}
\left.\frac{d}{d t} \mathbf{E}\left(u_{t}\right)\right|_{t=0}=-\int_{M}\langle V, \tau(u)\rangle d \mu_{g}, \tag{1.1}
\end{equation*}
$$

where $\tau(u)$ is the smooth section of $u^{-1} T N$ given by

$$
\tau(u)(p)=\sum_{\alpha=1}^{m} \nabla_{\boldsymbol{f}_{\alpha}} d u\left(\boldsymbol{f}_{\alpha}\right) .
$$

Here $\left(\boldsymbol{f}_{\alpha}\right)_{1 \leq \alpha \leq m}$ is an orthonormal basis of $T_{p} M$, and $\tau(u)$ is independent of the choice of basis. $\tau(u)$ is said to be the tension field of $u$. We call (1.1) the first variation formula. We now define the smooth harmonic map as a critical point of the Dirichlet energy.

Definition 1.1 (Smooth harmonic map) A map $u \in C^{\infty}(M, N)$ is said to be smooth and harmonic if its tension filed $\tau(u)$ vanishes everywhere on $M$.

Let us give a local expression of the tension field of $u$. Let ( $x^{\alpha}$ ) be a local coordinate system in $M$ and $\left(y^{i}\right)$ be a local coordinate system in $N$. We denote
by ${ }^{M} \Gamma_{\beta \gamma}^{\alpha}$ the Christoffel symbols of the Riemannian connection on $M$, and by ${ }^{N} \Gamma_{j k}^{i}$ that on $N$. First we calculate the components of $\nabla d u$ :

$$
\begin{aligned}
\nabla_{\alpha} d u= & \nabla_{\alpha}\left(\frac{\partial u^{i}}{\partial x^{\beta}} d x^{\beta} \otimes \frac{\partial}{\partial y^{i}} \circ u\right) \\
= & \frac{\partial^{2} u^{i}}{\partial x^{\alpha} \partial x^{\beta}} d x^{\beta} \otimes \frac{\partial}{\partial y^{i}} \circ u-{ }^{M} \Gamma_{\alpha \gamma}^{\beta} \frac{\partial u^{i}}{\partial x^{\beta}} d x^{\gamma} \otimes \frac{\partial}{\partial y^{i}} \circ u \\
& +{ }^{N} \Gamma_{j k}^{i} \frac{\partial u^{k}}{\partial x^{\beta}} \frac{\partial u^{j}}{\partial x^{\alpha}} d x^{\beta} \otimes \frac{\partial}{\partial y^{i}} \circ u \\
= & \left(\frac{\partial^{2} u^{i}}{\partial x^{\alpha} \partial x^{\beta}}-{ }^{M} \Gamma_{\alpha \beta}^{\gamma} \frac{\partial u^{i}}{\partial x^{\gamma}}+{ }^{N} \Gamma_{j k}^{i} \frac{\partial u^{j}}{\partial x^{\alpha}} \frac{\partial u^{k}}{\partial x^{\beta}}\right) d x^{\beta} \otimes \frac{\partial}{\partial y^{i}} \circ u .
\end{aligned}
$$

Therefore we have

$$
(\nabla d u)_{\alpha \beta}^{i}=\frac{\partial^{2} u^{i}}{\partial x^{\alpha} \partial x^{\beta}}-{ }^{M} \Gamma_{\alpha \beta}^{\gamma} \frac{\partial u^{i}}{\partial x^{\gamma}}+{ }^{N} \Gamma_{j k}^{i} \frac{\partial u^{j}}{\partial x^{\alpha}} \frac{\partial u^{k}}{\partial x^{\beta}} .
$$

This gives a local expression of $\tau(u)$ :

$$
\begin{aligned}
\tau(u)^{i} & =g^{\alpha \beta}(\nabla d u)_{\alpha \beta}^{i} \\
& =g^{\alpha \beta}\left(\frac{\partial^{2} u^{i}}{\partial x^{\alpha} \partial x^{\beta}}-{ }^{M} \Gamma_{\alpha \beta}^{\gamma} \frac{\partial u^{i}}{\partial x^{\gamma}}\right)+g^{\alpha \beta N} \Gamma_{j k}^{i} \frac{\partial u^{j}}{\partial x^{\alpha}} \frac{\partial u^{k}}{\partial x^{\beta}} \\
& =\Delta_{M} u^{i}+g^{\alpha \beta N} \Gamma_{j k}^{i} \frac{\partial u^{j}}{\partial x^{\alpha}} \frac{\partial u^{k}}{\partial x^{\beta}} .
\end{aligned}
$$

Here $\Delta_{M}$ is the Laplacian on $M$.
Next, we give another expression of the equation of a smooth harmonic map. We write the equation of a smooth harmonic map in the standard coordinate system of $\mathbb{R}^{D}$. Let $\left(u_{t}\right)_{t \in I}$ be a smooth variation of $u$ as above, and we define a smooth section $W \in C^{\infty}\left(u^{-1} T N\right)$ to be

$$
W(x)=\left.\frac{d}{d t} u_{t}(x)\right|_{t=0} \quad \text { for } x \in M
$$

We regard $u$ and $W$ as $\mathbb{R}^{D}$-valued maps and denote

$$
\begin{aligned}
& u(x)=\left(u^{1}(x), u^{2}(x) \cdots, u^{D}(x)\right) \\
& W(x)=\left(W^{1}(x), W^{2}(x) \cdots, W^{D}(x)\right) .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\left.\frac{d}{d t} \mathbf{E}\left(u_{t}\right)\right|_{t=0} & =\left.\frac{1}{2} \sum_{A=1}^{D} \int_{M} \frac{\partial}{\partial t}\left\langle d u_{t}^{A}, d u_{t}^{A}\right\rangle\right|_{t=0} d \mu_{g} \\
& =\sum_{A=1}^{D} \int_{M}\left\langle d W^{A}, d u^{A}\right\rangle d \mu_{g}=-\sum_{A=1}^{D} \int_{M} \Delta_{M} u^{A} W^{A} d \mu_{g} \\
& =-\int_{M} \Delta_{M} u \cdot W d \mu_{g},
\end{aligned}
$$

where $\Delta_{M} u=\left(\Delta_{M} u^{1}, \Delta_{M} u^{2}, \cdots, \Delta_{M} u^{D}\right)$, and large Latin indices are to be summed from 1 to $D$. Since we can take an arbitrary $W \in C^{\infty}\left(u^{-1} T N\right), u$ is a smooth harmonic map if and only if the $T_{u(p)} N$-component of $\Delta_{M} u(p)$ equals 0 for any $p \in M$. For a vector $v \in T_{y} \mathbb{R}^{D}$, we denote $v^{\top}$ the $T_{y} N$-component of $v$ and $v^{\perp}$ the $T_{y}^{\perp} N$-component of $v$, where $T_{y}^{\perp} N$ is an orthogonal complement of $T_{y} N$ in $T_{y} \mathbb{R}^{D}$. Let $\left(x^{\alpha}\right)$ be a local coordinate system in $M . \Delta_{M} u^{A}$ is expressed as

$$
\Delta_{M} u^{A}=\frac{1}{\sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)}} \frac{\partial}{\partial x^{\alpha}}\left(g^{\alpha \beta} \sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)} \frac{\partial u^{A}}{\partial x^{\beta}}\right)=\frac{1}{\sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)}} \frac{\partial X_{\alpha}^{A}}{\partial x^{\alpha}} .
$$

Here,

$$
X_{\alpha}^{A}=g^{\alpha \beta} \sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)} \frac{\partial u^{A}}{\partial x^{\beta}}
$$

and we define an $\mathbb{R}^{D}$-valued map of class $C^{\infty}$ to be $X_{\alpha}=\left(X_{\alpha}^{1}, X_{\alpha}^{2}, \cdots, X_{\alpha}^{D}\right)$. Since

$$
X_{\alpha}=g^{\alpha \beta} \sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)} \frac{\partial u}{\partial x^{\beta}}=g^{\alpha \beta} \sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)} d u\left(\frac{\partial}{\partial x^{\beta}}\right),
$$

$X_{\alpha}$ is a smooth section of $u^{-1} T N$, that is, $X_{\alpha}(p) \in T_{u(p)} N$ for any $p \in M$. Let $\left\{Y_{1}, Y_{2}, \cdots, Y_{n}\right\}$ be a local frame of $T N$ around $p$. There exist smooth functions $\xi_{\alpha}^{1}, \xi_{\alpha}^{2}, \cdots, \xi_{\alpha}^{n}$ satisfying

$$
X_{\alpha}=\xi_{\alpha}^{i} Y_{i} \circ u
$$

around $p$. Then we have

$$
\begin{aligned}
\left(\Delta_{M} u\right)^{\perp} & =\left(\frac{1}{\sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)}}\left(d X_{\alpha}\right)\left(\frac{\partial}{\partial x^{\alpha}}\right)\right)^{\perp} \\
& =\frac{1}{\sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)}}\left(\left(d \xi_{\alpha}^{i}\right)\left(\frac{\partial}{\partial x^{\alpha}}\right) Y_{i} \circ u+\xi_{\alpha}^{i}\left(d Y_{i}\right)\left(d u\left(\frac{\partial}{\partial x^{\alpha}}\right)\right)\right)^{\perp} \\
& =\frac{1}{\sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)}} \xi_{\alpha}^{i}\left(d Y_{i}\left(d u\left(\frac{\partial}{\partial x^{\alpha}}\right)\right)\right)^{\perp} \\
& =\frac{1}{\sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)}} \xi_{\alpha}^{i} \mathbf{A}_{u}^{N}\left(Y_{i}, d u\left(\frac{\partial}{\partial x^{\alpha}}\right)\right) \\
& =\frac{1}{\sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)}} \mathbf{A}_{u}^{N}\left(\sqrt{\operatorname{det}\left(g_{\sigma \tau}\right)} g^{\alpha \beta} d u\left(\frac{\partial}{\partial x^{\alpha}}\right), d u\left(\frac{\partial}{\partial x^{\beta}}\right)\right) \\
& =g^{\alpha \beta} \mathbf{A}_{u}^{N}\left(d u\left(\frac{\partial}{\partial x^{\alpha}}\right), d u\left(\frac{\partial}{\partial x^{\beta}}\right)\right) .
\end{aligned}
$$

Here $\mathbf{A}^{N}$ is the second fundamental form of $N$. That is, $\mathbf{A}_{y}^{N}: T_{y} N \times T_{y} N \rightarrow$ $T_{y}^{\perp} N$ is given by

$$
\mathbf{A}_{y}^{N}(X, Y)=\left(\nabla_{X} Y\right)^{\perp} \text { for } X, Y \in T_{y} N .
$$

Consequently, $u$ is a smooth harmonic map if and only if

$$
\begin{equation*}
\Delta_{M} u-\sum_{\alpha=1}^{m} \mathbf{A}_{u}\left(d u\left(\boldsymbol{f}_{\alpha}\right), d u\left(\boldsymbol{f}_{\alpha}\right)\right)=0 \tag{1.2}
\end{equation*}
$$

where $\left(\boldsymbol{f}_{\alpha}\right)$ is a local orthonormal frame of $T M$. In the present thesis, we treat only sphere-valued maps, so we set $N=\mathbb{S}^{n} \subset \mathbb{R}^{n+1}$. In this case, we obtain the Euler-Lagrange equation as follows. Since $|u|=1$ in $M$ and $T_{u(p)}^{\perp} \mathbb{S}^{n}$ is spanned by $u(p)$, we have

$$
\begin{aligned}
\left(\Delta_{M} u\right)^{\top} & =\Delta_{M} u-\left(\Delta_{M} u \cdot u\right) u \\
& =\Delta_{M} u-\sum_{A=1}^{n+1}\left(u^{A} \Delta_{M} u^{A}\right) u \\
& =\Delta_{M} u-\sum_{A=1}^{n+1}\left\{\operatorname{div}_{M}\left(u^{A} \operatorname{grad}_{M} u^{A}\right)-\left|\operatorname{grad}_{M} u^{A}\right|^{2}\right\} u \\
& =\Delta_{M} u+\left|\operatorname{grad}_{M} u\right|^{2} u,
\end{aligned}
$$

where $\operatorname{div}_{M}$ is the divergence on $M, \operatorname{grad}_{M}$ is the gradient on $M$,

$$
\left|\operatorname{grad}_{M} u^{A}\right|^{2}=g\left(\operatorname{grad}_{M} u^{A}, \operatorname{grad}_{M} u^{A}\right)
$$

for every $1 \leq A \leq n+1$, and

$$
\left|\operatorname{grad}_{M} u\right|^{2}=\sum_{A=1}^{n+1}\left|\operatorname{grad}_{M} u^{A}\right|^{2}
$$

Consequently we have the Euler-Lagrange equation

$$
\begin{equation*}
\Delta_{M} u+\left|\operatorname{grad}_{M} u\right|^{2} u=0 \text { in } M \tag{1.3}
\end{equation*}
$$

of a smooth harmonic map $u$ into spheres.
We give some examples of smooth harmonic maps into spheres. See [7] for details.

Example 1.1 Let $M$ and $N$ be compact Riemann surfaces. If a map $u \in$ $C^{\infty}(M, N)$ is holomorphic (or anti-holomorphic), then $u$ is a smooth harmonic map. We can construct smooth harmonic maps from $\mathbb{S}^{2}$ into $\mathbb{S}^{2}$ by using this fact. Let $\pi: \mathbb{S}^{2} \rightarrow \mathbb{C}$ be the stereographic projection from the north pole $x^{\infty} \in \mathbb{S}^{2}$, where we set $\pi\left(x^{\infty}\right)=\infty$. For any holomorphic (or anti-holomorphic) function $f: \mathbb{C} \rightarrow \mathbb{C}$, we define $u_{f} \in C^{\infty}\left(\mathbb{S}^{2}, \mathbb{S}^{2}\right)$ to be

$$
\begin{equation*}
u_{f}(x)=\left(\pi^{-1} \circ f \circ \pi\right)(x) \tag{1.4}
\end{equation*}
$$

Then $u_{f}$ is a smooth harmonic map.
Example 1.2 We give an example of a non-constant smooth harmonic map from $\mathbb{S}^{3}$ into $\mathbb{S}^{2}$. First we regard $\mathbb{S}^{2}$ and $\mathbb{S}^{3}$ as the sets

$$
\begin{align*}
& \left\{(\zeta, t) \in \mathbb{C} \times\left.\mathbb{R}| | \zeta\right|^{2}+t^{2}=1\right\}  \tag{1.5}\\
& \left\{\left.(z, w) \in \mathbb{C}^{2}| | z\right|^{2}+|w|^{2}=1\right\} \tag{1.6}
\end{align*}
$$

respectively. We define the map $u_{H}: \mathbb{S}^{3} \rightarrow \mathbb{S}^{2}$, called the Hopf map, to be

$$
u_{H}(z, w)=\left(2 z \bar{w},|z|^{2}-|w|^{2}\right) .
$$

It is known that the Hopf map is smooth and harmonic.

## §1.2 Existence of harmonic maps

We consider the existence problem of critical points of the Dirichlet energy functional. There are two types of problems. One is called the homotopy problem.

Problem 1.1 (Homotopy problem) For any given $v \in C^{\infty}(M, N)$, does there exist a smooth harmonic map $u \in C^{\infty}(M, N)$ which is homotopic to $v$ ?

There are several affirmative answers to this problem. If the manifolds $M$ and $N$ satisfy one of the following conditions, then the homotopy problem is affirmatively solved.
[1] The sectional curvature of $N$ is everywhere non-positive (see Eells-Sampson [8] for the case $\partial M=\phi$ and Hamilton [12] for the case $\partial M \neq \phi)$.
[2] $\operatorname{dim} M=2$ and the second homotopy group $\pi_{2}(N)$ of $N$ is equal to $\{0\}$ (see Sacks-Uhlenbeck [31]).
[3] $M=N=\mathbb{S}^{m}$ for $1 \leq m \leq 7$ (see Smith [38]).
On the other hand, there are few results for the case where $m \geq 3$ and the sectional curvature of $N$ is not non-positive.

Another problem is the Dirichlet problem.
Problem 1.2 (Dirichlet problem) Suppose that $\partial M \neq \emptyset$. For any smooth $\operatorname{map} \zeta \in C^{\infty}(\partial M, N)$, does there exist a smooth harmonic map $u \in C^{\infty}(M, N)$ which coincides with $\zeta$ on $\partial M$ ?

Although this problem seems to be natural, it does not make sense in general. For example, if $M=\mathbb{B}^{m}, N=\mathbb{S}^{m-1}$ and if $\zeta=\mathrm{id}_{\mathbb{S}^{m}-1}$, a topological argument shows that there is no continuous map from $\mathbb{B}^{m}$ into $\mathbb{S}^{m-1}$ which coincides with $\zeta$ on $\partial \mathbb{B}^{m}$. Therefore we should consider the problem in a weak sense. In other words, we must treat weak solutions to the Euler-Lagrange equation. In the present thesis, we restrict ourselves to the case where $M$ is (a closure of) a bounded domain $\Omega$ in the Euclidean space $\mathbb{R}^{m}$ and $N$ is the unit sphere $\mathbb{S}^{n}$ in $\mathbb{R}^{n+1}$. We shall write down the Euler-Lagrange equation in this situation. At the same time we extend the domain of the functional $\mathbf{E}$ from $C^{\infty}\left(\Omega, \mathbb{S}^{n}\right)$ to the Sobolev class $W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$. We define the class $W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ of Sobolev maps to be

$$
W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)=\left\{u \in W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)| | u(x) \mid=1 \text { for almost every } x \in \Omega\right\}
$$

and the Dirichlet energy functional $\mathbf{E}$ on $W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ to be

$$
\mathbf{E}(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2} d x .
$$

Here, we use the notation

$$
\begin{aligned}
& \nabla u=\left(\frac{\partial u^{i}}{\partial x^{\alpha}}\right)_{1 \leq \alpha \leq m, 1 \leq i \leq n+1},\langle\nabla u, \nabla v\rangle=\frac{\partial u^{i}}{\partial x^{\alpha}} \frac{\partial v^{i}}{\partial x^{\alpha}}, \\
& |\nabla u|^{2}=\langle\nabla u, \nabla u\rangle .
\end{aligned}
$$

We shall look for minimum points and critical points of $\mathbf{E}$. First, we define a minimum point of $\mathbf{E}$, that is to say, an energy minimizing map.

Definition 1.2 (Energy minimizing map) A map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ is said to be an energy minimizing map, if

$$
\mathbf{E}(u) \leq \mathbf{E}(v) \text { for any } v \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right) \text { satisfying } u-v \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right),
$$

where $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$ is the closure of $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ in $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$.

This is a natural generalization of the notion of harmonic functions. Then, the existence, uniqueness and regularity of energy minimizing maps are to be discussed. For $\zeta \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$, we define the class $W_{\zeta}^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ to be

$$
W_{\zeta}^{1,2}\left(\Omega, \mathbb{S}^{n}\right)=\left\{u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right) \mid u=\zeta \text { on } \partial \Omega\right\}
$$

Problem 1.3 For given $\zeta \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$, find a map $u_{\text {min }}$ satisfying

$$
\mathbf{E}\left(u_{\min }\right)=\operatorname{Inf}_{u \in W_{\zeta}^{1,2}\left(\Omega, \mathbb{S}^{n}\right)} \mathbf{E}(u),
$$

and study its properties.

By the direct method of calculus of variations, we can prove the existence of such $u_{\text {min }}$. The uniqueness, however, is not guaranteed in general.

Example 1.3 Hardt-Kinderlehrer-Lin [13] constructed a map $\zeta \in W^{1,2}\left(\mathbb{B}^{3}, \mathbb{S}^{2}\right)$ such that there exists a continuum of energy minimizing maps which coincide with $\zeta$ on $\partial \mathbb{B}^{3}$.

Next, we consider the question of regularity. When $m=2$, Morrey proved the following fact.

Theorem 1.1 ([23]) Let $\Omega$ be a bounded domain in $\mathbb{R}^{2}$. Then every energy minimizing map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ is smooth on $\Omega$.

Remark 1.1 Morrey proved a more general fact. Theorem 1.1 is only a part of his result.

When $m \geq 3$, there exists an energy minimizing map with points of discontinuity. Indeed, Lin [21] proved that the map $x /|x| \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{m-1}\right)$ is energy minimizing if $m \geq 3$. And hence, we can only expect partial regularity results. We define the regular set $\operatorname{Reg}(u)$ of $u$ to be

$$
\operatorname{Reg}(u)=\{x \in \bar{\Omega} \mid u \text { is continuous at } x\} .
$$

The complement of $\operatorname{Reg}(u)$ in $\bar{\Omega}$ is said to be the singular set and denoted by $\operatorname{Sing}(u)$. We call a point of discontinuity of $u$ a singular point of $u$. Concerning the size of the singular set of an energy minimizing map, Schoen-Uhlenbeck proved the following.

Theorem 1.2 ([33]) Let $\Omega$ be a bounded domain in $\mathbb{R}^{m}$ and $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be an energy minimizing map. Then the Hausdorff dimension of $\operatorname{Sing}(u) \cap \Omega$ is smaller than or equal to $m-3$. Moreover, $\operatorname{Sing}(u) \cap \Omega$ is a discrete set if $m=3$.

Schoen-Uhlenbeck [34] showed the following regularity result near the boundary.

Theorem 1.3 ([34]) Let $\Omega$ be a bounded domain in $\mathbb{R}^{m}$ having smooth boundary $\partial \Omega$ and $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be an energy minimizing map. Suppose that the boundary value $\left.u\right|_{\partial \Omega}$ of $u$ is smooth. Then there exists a neighborhood $U$ of $\partial \Omega$ such that $\operatorname{Sing}(u) \cap U=\phi$.

In the present monograph, we always assume that the maps under consideration are continuous near the boundary, and we discuss only interior singular points.

We give the definition of weakly harmonic maps, i.e., critical points of the Dirichlet energy functional.

Definition 1.3 (Weakly harmonic maps) A map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ is said to be weakly harmonic if it satisfies

$$
\Delta u+|\nabla u|^{2} u=0
$$

in distribution sense, that is,

$$
\int_{\Omega}\left\{\langle\nabla u, \nabla \phi\rangle-|\nabla u|^{2} u \cdot \phi\right\} d x=0 \quad \text { for any } \phi \in \mathrm{C}_{0}^{\infty}\left(\Omega, \mathbb{R}^{\mathrm{n}+1}\right)
$$

In the present monograph, we use the terminology "harmonic maps" to mean both in the regular sense and in the weak sense.

Remark 1.2 Energy minimizing maps are always weakly harmonic. The converse, however, is not true in general. Indeed if $1 \leq m \leq 7$, then the equator $\operatorname{map}(x /|x|, 0) \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{m}\right)$ is not energy minimizing, but weakly harmonic ([16], [19]).

The following result on smoothness of weakly harmonic maps is due to Schoen.

Theorem 1.4 ([32]) Let $\Omega$ be a bounded domain in $\mathbb{R}^{m}$ and $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a weakly harmonic map. Then $u$ is smooth on $\operatorname{Reg}(u)$.

Although the notion of weakly harmonic maps is a natural interpretation of critical points, the weak harmonicity does not imply the regularity at all. Rivière proved that

Theorem $1.5([30])$ Let $\zeta \in C^{\infty}\left(\partial \mathbb{B}^{3}, \mathbb{S}^{2}\right)$ be an arbitrary non-constant map. Then there exists a weakly harmonic map $u \in W_{\zeta}^{1,2}\left(\mathbb{B}^{3}, \mathbb{S}^{2}\right)$ satisfying $\left.u\right|_{\partial \mathbb{B}^{3}}=\zeta$ and $\operatorname{Sing}(u)=\overline{\mathbb{B}^{3}}$.

To exclude these pathological examples, we treat harmonic maps of a special type. We consider another type of variation. For any $\eta \in C_{0}^{\infty}\left(\Omega, \mathbb{R}^{m}\right)$, we define a variation $u^{t}$ of $u$ to be $u^{t}(x)=u(x+t \eta(x))$. Here $t \in \mathbb{R}$ is assumed to be of small absolute value, and $u^{t}$ should not be confused with the $t$-th component of $u$. Since

$$
\frac{\partial u^{t}}{\partial x^{\alpha}}(x)=\frac{\partial u}{\partial x^{\alpha}}(x+t \eta(x))+t \frac{\partial u}{\partial x^{\beta}}(x+t \eta(x)) \frac{\partial \eta^{\beta}}{\partial x^{\alpha}}(x),
$$

we have

$$
\begin{aligned}
\mathbf{E}\left(u^{t}\right)=\frac{1}{2} \int_{\Omega}\left\{|\nabla u|^{2}(x\right. & +t \eta(x)) \\
& \left.+2 t \frac{\partial u}{\partial x^{\alpha}}(x+t \eta(x)) \cdot \frac{\partial u}{\partial x^{\beta}}(x+t \eta(x)) \frac{\partial \eta^{\beta}}{\partial x^{\alpha}}(x)\right\} d x+o(t) .
\end{aligned}
$$

If $|t|$ is small, then the map $\Psi_{t}(x)=x+t \eta(x)$ is a $C^{\infty}$-diffeomorphism from $\Omega$ into itself satisfying

$$
\begin{gathered}
\frac{\partial \Psi_{t}^{\alpha}}{\partial x^{\beta}}=\delta_{\alpha \beta}+t \frac{\partial \eta^{\alpha}}{\partial x^{\beta}} \\
\operatorname{det}\left(\frac{\partial x^{\alpha}}{\partial \Psi_{t}^{\beta}}\right)=\operatorname{det}\left(\frac{\partial \xi^{\alpha}}{\partial \Psi_{t}^{\beta}}\right)^{-1}=1-t \operatorname{div}(\eta)+o(t)
\end{gathered}
$$

If we change variables from $x$ to $\xi=x+\operatorname{t\eta }(x)$, then we have

$$
\begin{aligned}
\mathbf{E}\left(u^{t}\right)=\frac{1}{2} \int_{\Omega}\left\{\left(|\nabla u|^{2}(\xi)\right.\right. & \left.+2 t \frac{\partial u}{\partial x^{\alpha}}(\xi) \cdot \frac{\partial u}{\partial x^{\beta}}(\xi) \frac{\partial \eta^{\alpha}}{\partial x^{\beta}}\left(\Psi_{t}^{-1}(\xi)\right)\right) \\
& \times\left(1-t \operatorname{div}(\eta)\left(\Psi_{t}^{-1}(\xi)\right)\right\} d \xi+o(t) .
\end{aligned}
$$

Consequently, we obtain the first variation formula with respect to $u^{t}$ :

$$
\left.\frac{d}{d t} \mathbf{E}\left(u^{t}\right)\right|_{t=0}=\frac{1}{2} \int_{\Omega}\left(-|\nabla u|^{2} \operatorname{div}(\eta)+2 \frac{\partial u}{\partial x^{\alpha}} \cdot \frac{\partial u}{\partial x^{\beta}} \frac{\partial \eta^{\alpha}}{\partial x^{\beta}}\right) d x .
$$

And we define a stationary harmonic map as follows.
Definition 1.4 (Stationary harmonic map) Let $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a weakly harmonic map. $u$ is said to be a stationary harmonic map if it satisfies

$$
\begin{equation*}
\int_{\Omega}\left(|\nabla u|^{2} \operatorname{div}(\eta)-2 \frac{\partial u}{\partial x^{\alpha}} \cdot \frac{\partial u}{\partial x^{\beta}} \frac{\partial \eta^{\alpha}}{\partial x^{\beta}}\right) d x=0 \quad \text { for any } \eta \in C_{0}^{\infty}\left(\Omega, \mathbb{R}^{m}\right) \tag{1.7}
\end{equation*}
$$

Remark 1.3 Energy minimizing maps are always stationary harmonic, and stationary harmonic maps are weakly harmonic by its own definition. The converse, however, is not true in general (see Remark 1.4 below). We note that smooth weakly harmonic maps are stationary harmonic maps. Indeed, for any $\eta \in C_{0}^{\infty}\left(\Omega, \mathbb{R}^{m}\right)$, we take $\phi=(\nabla u) \eta$ as $\phi$ in Definition 1.3. Then we have

$$
\begin{aligned}
0 & =\int_{\Omega}\left\{\left.\langle\nabla u, \nabla((\nabla u) \eta)-| \nabla u\right|^{2} u \cdot(\nabla u) \eta\right\} d x \\
& =\int_{\Omega}\left\{\frac{\partial u^{i}}{\partial x^{\alpha}} \frac{\partial}{\partial x^{\alpha}}\left(\frac{\partial u^{i}}{\partial x^{\beta}} \eta^{\beta}\right)-|\nabla u|^{2} u^{i} \frac{\partial u^{i}}{\partial x^{\alpha}} \eta^{\alpha}\right\} d x \\
& =\int_{\Omega}\left\{\frac{\partial u^{i}}{\partial x^{\alpha}} \frac{\partial u^{i}}{\partial x^{\beta}} \frac{\partial \eta^{\alpha}}{\partial x^{\beta}}+\frac{\partial u^{i}}{\partial x^{\alpha}} \frac{\partial^{2} u^{i}}{\partial x^{\alpha} \partial x^{\beta}} \eta^{\beta}\right\} d x \\
& =\int_{\Omega}\left\{\frac{\partial u}{\partial x^{\alpha}} \cdot \frac{\partial u}{\partial x^{\beta}} \frac{\partial \eta^{\alpha}}{\partial x^{\beta}}+\frac{1}{2} \frac{\partial}{\partial x^{\beta}}\left(|\nabla u|^{2} \eta^{\beta}\right)-\frac{1}{2}|\nabla u|^{2} \operatorname{div}(\eta)\right\} d x \\
& =-\frac{1}{2} \int_{\Omega}\left(|\nabla u|^{2} \operatorname{div}(\eta)-2 \frac{\partial u}{\partial x^{\alpha}} \cdot \frac{\partial u}{\partial x^{\beta}} \frac{\partial \eta^{\alpha}}{\partial x^{\beta}}\right) d x .
\end{aligned}
$$

In the third equality, we have used the equation $|u|=1$.

For the case of stationary harmonic maps, we have a result on partial regularity.

Theorem 1.6 ([3], [9]) Let $\Omega$ be a bounded domain in $\mathbb{R}^{m}$ and $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a stationary harmonic map. Then the ( $m-2$ )-dimensional Hausdorff measure of $\operatorname{Sing}(u) \cap \Omega$ is zero: $\mathcal{H}^{m-2}(\operatorname{Sing}(u) \cap \Omega)=0$.

Remark 1.4 The singular set $\operatorname{Sing}(u)$ of weakly harmonic map $u$ appearing in Theorem 1.5 is $\overline{\mathbb{B}^{3}}$. Therefore $\mathcal{H}^{1}(\operatorname{Sing}(u))=\infty$ and $u$ is not stationary harmonic by Theorem 1.6.

Theorem 1.6 is a consequence of the following $\epsilon_{0}$-regularity lemma.
Lemma 1.1 ( $\epsilon_{0}$-regularity lemma) ([3],[9]) There exists a constant $\epsilon_{0}>0$ depending only on $m$ and $n$ satisfying the followings. If a stationary harmonic
map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right), \xi \in \Omega$ and $0<\rho<\operatorname{dist}(\xi, \partial \Omega)$ satisfy

$$
\rho^{2-m} \int_{\mathbb{B}_{\rho}^{m}(\xi)}|\nabla u|^{2} d x<\epsilon_{0}^{2},
$$

then $u \in C^{\infty}\left(\mathbb{B}_{\rho / 2}^{m}(\xi), \mathbb{S}^{n}\right)$. Moreover, an inequality

$$
\rho_{\mathbb{B}_{\rho / 2}^{m}(\xi)}^{l} \operatorname{Sup}\left|D^{l} u\right| \leq C\left(l, m, n, \epsilon_{0}\right)
$$

holds for any $l \in \mathbb{N}$, where $C\left(l, m, n, \epsilon_{0}\right)$ is a positive number depending on $l, m, n, \epsilon_{0}$ but neither on $u, \xi$ nor on $\rho$.

## §1.3 Behavior of a harmonic map around isolated singular points

It is very interesting to study what kind of singularity may occur to harmonic maps. In 1987, Brezis-Coron-Lieb [5] analyzed the singular points of an energy minimizing map from a 3 -dimensional domain into $\mathbb{S}^{2}$. They determined the mapping degree of an energy minimizing map around its singular points. To state their result precisely, we give definitions of the mapping degree of a smooth map and that of a Sobolev map around its isolated singular point.

Definition 1.5 (Mapping degree) Let $\Sigma_{1}$ and $\Sigma_{2}$ be compact connected orientable Riemannian manifolds with the same dimensions. For any $u \in$ $C^{1}\left(\Sigma_{1}, \Sigma_{2}\right)$, we define the mapping degree $\operatorname{deg}(u)$ of $u$ to be

$$
\operatorname{deg}(u)=\frac{1}{\operatorname{vol}\left(\Sigma_{2}\right)} \int_{\Sigma_{1}} u^{*} \omega_{\Sigma_{2}} .
$$

Here $\omega_{\Sigma_{1}}$ is the volume form of $\Sigma_{1}$, and $\operatorname{vol}\left(\Sigma_{2}\right)$ is the volume of $\Sigma_{2}$.
We can define the mapping degree of $u \in C\left(\Sigma_{1}, \Sigma_{2}\right)$, not necessarily of class $C^{1}$, as follows. Take a sequence $\left\{u_{j}\right\}_{j=1}^{\infty} \subset C^{1}\left(\Sigma_{1}, \Sigma_{2}\right)$ such that $u_{j} \rightarrow u$ $(j \rightarrow \infty)$ uniformly on $\Sigma_{1}$, and define $\operatorname{deg}(u)$ to be

$$
\operatorname{deg}(u)=\lim _{j \rightarrow \infty} \operatorname{deg}\left(u_{j}\right)
$$

It is known that the right-hand side is independent of the choice of a sequence $\left\{u_{j}\right\}_{j=1}^{\infty}$. Moreover, this is independent of metrics of $\Sigma_{1}, \Sigma_{2}$. Topological arguments show that $\operatorname{deg}(u)$ is an integer and homotopically invariant. That is,
if $u, v \in C\left(\Sigma_{1}, \Sigma_{2}\right)$ are homotopic, then $\operatorname{deg}(u)=\operatorname{deg}(v)$. Moreover, if $\Sigma_{2}$ is a sphere $\mathbb{S}^{n}$ then $u, v \in C\left(\Sigma_{1}, \mathbb{S}^{n}\right)$ are homotopic if and only if $\operatorname{deg}(u)=\operatorname{deg}(v)$.

Next we define the mapping degree of a Sobolev map around its isolated singular point.

Definition 1.6 (Mapping degree around an isolated singular point) Let $\Omega \subset$ $\mathbb{R}^{m}$ be a bounded domain, $\Sigma$ be an $(m-1)$-dimensional compact orientable Riemannian manifold, and $u \in W^{1,2}(\Omega, \Sigma)$. Suppose that $\xi \in \operatorname{Sing}(u)$ is an isolated singular point of $u$. Let $\rho$ be a small positive number such that $\mathbb{B}_{\rho}^{m}(\xi) \cap \operatorname{Sing}(u)=\{\xi\}$. Then $\left.u\right|_{\partial \mathbb{B}_{\rho}^{m}(\xi)} \in C\left(\partial \mathbb{B}_{\rho}^{m}(\xi), \Sigma\right)$. We define the degree $\operatorname{deg}(u, \xi)$ of $u$ around $\xi$ to be

$$
\operatorname{deg}(u, \xi)=\operatorname{deg}\left(\left.u\right|_{\partial \mathbb{B}_{\rho}(\xi)}\right)
$$

By the homotopic invariance of $\operatorname{deg}(\cdot)$, this value is independent of small $\rho$.

## Now, we state Brezis-Coron-Lieb's result.

Theorem 1.7 ([5]) Let $\Omega$ be a bounded domain in $\mathbb{R}^{3}$. Suppose that an energy minimizing map $u \in W^{1,2}\left(\Omega, \mathbb{S}^{2}\right)$ has an isolated singular point $\xi \in \operatorname{Sing}(u) \cap \Omega$.
(1) Then the mapping degree $\operatorname{deg}(u, \xi)$ is equal to +1 or -1 .
(2) Furthermore, there exists a $3 \times 3$ constant orthogonal matrix $S$ such that $u$ behaves like $S(x-\xi) /|x-\xi|$ around $\xi$ in the following sense. For any multiindex $\left(l_{1}, l_{2}, l_{3}\right)$, where each $l_{k}$ is a non-negative integer, the derivative of the rescaled map $u_{\xi, \rho}$

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}}\left(\frac{\partial}{\partial x^{2}}\right)^{l_{2}}\left(\frac{\partial}{\partial x^{3}}\right)^{l_{3}} u_{\xi, \rho}
$$

converges to

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}}\left(\frac{\partial}{\partial x^{2}}\right)^{l_{2}}\left(\frac{\partial}{\partial x^{3}}\right)^{l_{3}} S \frac{x}{|x|}
$$

uniformly on every compact subset of $\mathbb{B}^{3} \backslash\{0\}$ as $\rho$ tends to 0 .

Remark 1.5 This is a complete characterization of singular points of energy minimizing maps from a 3 -dimensional domain into $\mathbb{S}^{2}$. We cannot expect
the same result for weakly harmonic maps. By Smith's result [38], for any $d \in \mathbb{Z}-\{0\}$, there exists a non-constant smooth harmonic map $v_{d} \in C^{\infty}\left(\mathbb{S}^{2}, \mathbb{S}^{2}\right)$ satisfying $\operatorname{deg}\left(v_{d}\right)=d$. If we define a map $u_{d} \in W^{1,2}\left(\mathbb{B}^{3}, \mathbb{S}^{2}\right)$ to be $u_{d}(x)=$ $v_{d}(x /|x|)$, then $u_{d}$ is a weakly harmonic map such that $\operatorname{Sing}\left(u_{d}\right)=\{0\}$ and $\operatorname{deg}\left(u_{d}, 0\right)=d$.

Remark 1.6 Let $\zeta$ be an element of $C^{\infty}\left(\mathbb{S}^{2}, \mathbb{S}^{2}\right)$ satisfying $\operatorname{deg}(\zeta) \neq \pm 1$. Then, from Theorem 1.7, $\zeta(x /|x|) \in W^{1,2}\left(\mathbb{B}^{3}, \mathbb{S}^{2}\right)$ is not an energy minimizing map. On the other hand, by the direct method of calculus of variations, there exists an energy minimizing map $u \in W_{\zeta}^{1,2}\left(\mathbb{B}^{3}, \mathbb{S}^{2}\right)$. By a theorem of elementary topology, $u$ has at least two singular points.

It is natural to ask whether the same result holds in higher dimensional cases. In the present monograph we treat the case of maps from $\Omega \subset \mathbb{R}^{4}$ into $\mathbb{S}^{3}$. In this case, we can prove a similar result on non-minimizing stationary harmonic maps satisfying a stability condition.

The stability is a condition on the second variation defined below. First, we calculate the second variation of $\mathbf{E}$. Let $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a weakly harmonic map. For any map $\psi \in W_{0}^{1,2} \cap L^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ satisfying $\psi(x) \cdot u(x)=0$ for almost every $x \in \Omega$, we denote $u_{t}=(u+t \psi) /|u+t \psi|$. Since

$$
\begin{aligned}
& \frac{d u_{t}}{d t}=\frac{\psi}{|u+t \psi|}-\frac{(u+t \psi, \psi)}{|u+t \psi|^{3}}(u+t \psi) \\
& \frac{d^{2} u_{t}}{d t^{2}}=-2 \frac{(u+t \psi, \psi)}{|u+t \psi|^{3}}-\frac{|\psi|^{2}}{|u+t \psi|^{3}}(u+t \psi) \\
&\left.\frac{d u_{t}}{d t}\right|_{t=0}=\psi,\left.\quad \frac{d^{2} u_{t}}{d t^{2}}\right|_{t=0}=-|\psi|^{2} u
\end{aligned}
$$

we obtain

$$
\begin{aligned}
\delta_{u}^{2} \mathbf{E}(\psi) & =\left.\frac{d^{2}}{d t^{2}} \mathbf{E}\left(u_{t}\right)\right|_{t=0}=\int_{\Omega}\left\{\left\langle\nabla\left(\left.\frac{d^{2} u_{t}}{d t^{2}}\right|_{t=0}\right), \nabla u\right\rangle+\left|\nabla\left(\left.\frac{d u_{t}}{d t}\right|_{t=0}\right)\right|^{2}\right\} d x \\
& =\int_{\Omega}\left\{\left\langle-\nabla\left(|\psi|^{2} u\right), \nabla u\right\rangle+|\nabla \psi|^{2}\right\} d x \\
& =\int_{\Omega}\left\{|\nabla \psi|^{2}-|\nabla u|^{2}|\psi|^{2}-2 \psi^{A} \frac{\partial \psi^{A}}{\partial x^{\alpha}} u^{B} \frac{\partial u^{B}}{\partial x^{\alpha}}\right\} d x
\end{aligned}
$$

$$
=\int_{\Omega}\left\{|\nabla \psi|^{2}-|\nabla u|^{2}|\psi|^{2}\right\} d x
$$

Now, we define the weak stability, instability and strict stability as follows.
Definition 1.7 (Weak stability, instability, strict stability [15], [24]) Let $u \in$ $W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a weakly harmonic map.
(1) $u$ is said to be weakly stable if

$$
\delta_{u}^{2} \mathbf{E}(\psi) \geq 0
$$

for any $\psi \in W_{0}^{1,2} \cap L^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ satisfying $u(x) \cdot \psi(x)=0$ for almost every $x \in \Omega$. Otherwise $u$ is said to be unstable.
(2) Suppose that the singular set $\operatorname{Sing}(u)$ of $u$ consists of a finite number of interior points of $\Omega . u$ is said to be strictly stable if there exists a constant $\lambda>0$ satifying

$$
\begin{equation*}
\delta_{u}^{2} \mathbf{E}(\psi)=\int_{\Omega}\left\{|\nabla \psi|^{2}-|\nabla u|^{2}|\psi|^{2}\right\} d x \geq \lambda \int_{\Omega} d(x)^{-2}|\psi|^{2} d x \tag{1.8}
\end{equation*}
$$

for any $\psi \in W_{0}^{1,2} \cap L^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ satisfying $u(x) \cdot \psi(x)=0$ for almost every $x \in \Omega$. Here $d(x)=\operatorname{dist}(x, \operatorname{Sing}(u))$. And we define $\lambda(u)$ to be

$$
\lambda(u)=\operatorname{Inf}_{\psi} \frac{\delta_{u}^{2} \mathbf{E}(\psi)}{\int_{\Omega} d(x)^{-2}|\psi|^{2} d x} .
$$

Here, $\psi$ runs over the set

$$
\left\{\psi \in W_{0}^{1,2} \cap L^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right) \mid \psi(x) \cdot u(x)=0 \text { for almost every } x \in \Omega\right\}
$$

In this notation, $u$ is weakly stable if and only if $\lambda(u) \geq 0$ and $u$ is strictly stable if and only if $\lambda(u)>0$.

Remark 1.7 The weight function $d(x)^{-2}$ appearing in (1.8) is important to study the local behavior of a harmonic map (see Remark 1.8).

To study the local property of harmonic maps around their isolated singular points, we use a weaker condition than the strict stability.

Definition 1.8 (Local strict stability) Let $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a weakly harmonic map and $\xi \in \operatorname{Sing}(u) \cap \Omega$ be an isolated singular point. $u$ is said to be locally strictly stable at $\xi$ if there exists $0<\rho<\operatorname{dist}(\xi, \partial \Omega)$ satisfying $\mathbb{B}_{\rho}^{m}(\xi) \cap \operatorname{Sing}(u)=\{\xi\}$ such that the rescaled map $u_{\xi, \rho} \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{n}\right)$ is strictly stable. That is, $\lambda\left(u_{\xi, \rho}\right)>0$.

Remark 1.8 If $u$ is strictly stable, then it is locally strictly stable at any isolated singular point $\xi \in \operatorname{Sing}(u)$. Thus we treat only harmonic maps $u \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{n}\right)$ such that $\operatorname{Sing}(u)=\{0\}$ and $\operatorname{deg}(u, 0)=d$. We note that $\lambda\left(u_{\xi, \sigma}\right) \geq \lambda\left(u_{\xi, \rho}\right)$ for two small positive numbers $0<\sigma<\rho$.

Remark 1.9 In the case of maps from $\mathbb{B}^{3}$ into $\mathbb{S}^{2}$, there exist many strictly stable harmonic maps $u$. Indeed, Mou [24] proved that for any $d \in \mathbb{Z}-\{0\}$, there exists a strictly stable, weakly harmonic map $u \in W^{1,2}\left(\mathbb{B}^{3}, \mathbb{S}^{2}\right)$ satisfying $\operatorname{Sing}(u)=\{0\}$ and $\operatorname{deg}(u, 0)=d$.

We study the mapping degree of a stable stationary harmonic map from $\mathbb{B}^{4}$ into $\mathbb{S}^{3}$. Before stating results, we remark a partial regularity result on weakly stable stationary harmonic maps from $\mathbb{B}^{4}$ into $\mathbb{S}^{3}$.

Theorem 1.8 ([17], [18], [35], [28]) Let $\Omega \subset \mathbb{R}^{4}$ be a bounded domain and $u \in W^{1,2}\left(\Omega, \mathbb{S}^{3}\right)$ be a weakly stable, stationary harmonic map. Then $\operatorname{Sing}(u) \cap \Omega$ is a discrete set.

Now, we state the main result of the present monograph which will be proved in Chapter 4.

Theorem 1.9 ([26]) Let $\Omega$ be a bounded domain in $\mathbb{R}^{4}$ with smooth boundary and $u \in W^{1,2}\left(\Omega, \mathbb{S}^{3}\right)$ be a weakly stable, stationary harmonic map. Suppose that $u$ has an isolated singular point $\xi \in \Omega$ and that $u$ is smooth near the boundary of $\Omega$. Then,
(1) The mapping degree $\operatorname{deg}(u, \xi)$ of $u$ around $\xi$ is equal to $+1,-1$ or 0 . In addition if $u$ is locally strictly stable at $\xi$, then $\operatorname{deg}(u, \xi)=0$.
(2) If $\operatorname{deg}(u, \xi)= \pm 1$, then there exist a sequence $\left\{\rho_{j}\right\}_{j=1}^{\infty}$ of positive numbers
tending to 0 and $a 4 \times 4$ constant orthogonal matrix $S$ such that for any multiindex $\left(l_{1}, l_{2}, l_{3}, l_{4}\right)$, where each $l_{k}$ is a non-negative integer, the derivative of the rescaled map $u_{\xi, \rho_{j}}$

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}}\left(\frac{\partial}{\partial x^{2}}\right)^{l_{2}}\left(\frac{\partial}{\partial x^{3}}\right)^{l_{3}}\left(\frac{\partial}{\partial x^{4}}\right)^{l_{4}} u_{\xi, \rho_{j}}
$$

converges to

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}}\left(\frac{\partial}{\partial x^{2}}\right)^{l_{2}}\left(\frac{\partial}{\partial x^{3}}\right)^{l_{3}}\left(\frac{\partial}{\partial x^{4}}\right)^{l_{4}} S \frac{x}{|x|}
$$

uniformly on every compact subset of $\mathbb{B}^{4} \backslash\{0\}$ as $j$ tends to $\infty$.
(3) If $u$ is an energy minimizing map, then $S$ is independent of a sequence $\left\{\rho_{j}\right\}_{j=1}^{\infty}$ and for any multi-index $\left(l_{1}, l_{2}, l_{3}, l_{4}\right)$, where each $l_{k}$ is a non-negative integer, the derivative of the rescaled map $u_{\xi, \rho}$

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}}\left(\frac{\partial}{\partial x^{2}}\right)^{l_{2}}\left(\frac{\partial}{\partial x^{3}}\right)^{l_{3}}\left(\frac{\partial}{\partial x^{4}}\right)^{l_{4}} u_{\xi, \rho}
$$

converges to

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}}\left(\frac{\partial}{\partial x^{2}}\right)^{l_{2}}\left(\frac{\partial}{\partial x^{3}}\right)^{l_{3}}\left(\frac{\partial}{\partial x^{4}}\right)^{l_{4}} S \frac{x}{|x|}
$$

uniformly on every compact subset of $\mathbb{B}^{4} \backslash\{0\}$ as $\rho$ tends to 0 .
We state some corollaries derived from Theorem 1.9.
Corollary 1.1 Suppose that $\zeta \in C^{\infty}\left(\partial \mathbb{B}^{4}, \mathbb{S}^{3}\right)$ satisfies $d=\operatorname{deg}(\zeta) \neq 0$. Then, for any energy minimizing map $u \in W_{\zeta}^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$, $\operatorname{Sing}(u)$ is a finite set and the cardinal number of the singular set is greater than or equal to $|d|$.

From this corollary, we find that the study of singularity of harmonic maps gives not only the local information but also a global one.

Corollary 1.2 Suppose that $\zeta \in C^{\infty}\left(\partial \mathbb{B}^{4}, \mathbb{S}^{3}\right)$ satisfies $\operatorname{deg}(\zeta) \neq 0$. Then it holds that $\lambda(u)=0$ for any energy minimizing map $u \in W_{\zeta}^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$.

Corollary 1.2 shows that we can get the information of stability on an energy minimizing map only from its boundary value.

In Theorem 1.9, the assumption of the weak stability of $u$ is essential for determination of the mapping degree and asymptotic behavior in (2). Indeed we have the following theorem which will be proved in Chapter 4.

Theorem 1.10 For any $d \in \mathbb{Z}$, there exists a stationary harmonic map $u_{d} \in$ $W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ such that $\operatorname{Sing}(u)=\{0\}$ and $\operatorname{deg}\left(u_{d}, 0\right)=d$.

Therefore, for the case of maps from 4-dimensional domain into 3-sphere, weak stability influences the behavior of stationary harmonic maps around their singular points.

## Chapter 2

## Monotonicity and Blow-up

In this chapter, we prove an energy identity of stationary harmonic maps and we introduce an important technique to prove the main theorem, blow-up. This technique has been developed in the geometric measure theory and used in geometric variational problems ([11], [36]).

## §2.1 Monotonicity identity

First, we prove an energy identity that we call the monotonicity identity.

Theorem 2.1 ([36], [37]) Let $\Omega$ be a bounded domain in $\mathbb{R}^{m}$ and $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a stationary harmonic map. Then it holds that

$$
\begin{equation*}
\rho^{2-m} \int_{\mathbb{B}_{\rho}^{m}(\xi)}|\nabla u|^{2} d x-\sigma^{2-m} \int_{\mathbb{B}_{\sigma}^{m}(\xi)}|\nabla u|^{2} d x=2 \int_{\mathbb{B}_{\rho}^{m}(\xi) \backslash \mathbb{B}_{c}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x \tag{2.1}
\end{equation*}
$$

for any $\xi \in \Omega$ and $0<\sigma<\rho<\operatorname{dist}(\xi, \partial \Omega)$. Here

$$
r_{\xi}=|x-\xi| \quad \text { and } \quad \frac{\partial}{\partial r_{\xi}}=\sum_{\alpha=1}^{m} \frac{x^{\alpha}-\xi^{\alpha}}{r_{\xi}} \frac{\partial}{\partial x^{\alpha}} .
$$

Proof. For small $\epsilon>0$, we take a cut-off function $\chi_{\epsilon} \in C^{\infty}(\mathbb{R}, \mathbb{R})$ satisfying $\chi_{\epsilon}=1$ for $0 \leq t \leq 1-\epsilon, \chi_{\epsilon}=0$ for $t \geq 1, \chi_{\epsilon}^{\prime} \leq 0$ in $\mathbb{R}$ and $\chi_{\epsilon} \rightarrow \chi_{(-\infty, 1]}$ at every point as $\epsilon \rightarrow 0$. Here $\chi_{(-\infty, 1]}$ is the indicator function of the interval $(-\infty, 1]$. For any $\sigma<\tau<\rho$, we define a function $\eta_{\epsilon} \in C^{\infty}\left(\Omega, \mathbb{R}^{m}\right)$ to be

$$
\eta_{\epsilon}(x)=\chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right)(x-\xi) .
$$

Substituting $\eta_{\epsilon}$ into the equation (1.7) of stationary harmonic maps, we have

$$
\begin{aligned}
0 & =\int_{\Omega}\left(\delta_{\alpha \beta}|\nabla u|^{2}-2 \frac{\partial u}{\partial x^{\alpha}} \cdot \frac{\partial u}{\partial x^{\beta}}\right)\left(\chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right) \delta^{\alpha \beta}\right) d x \\
& +\int_{\Omega}\left(\delta_{\alpha \beta}|\nabla u|^{2}-2 \frac{\partial u}{\partial x^{\alpha}} \cdot \frac{\partial u}{\partial x^{\beta}}\right)\left(\chi_{\epsilon}^{\prime}\left(\frac{r_{\xi}}{\tau}\right) \frac{1}{\tau} \frac{x^{\alpha}-\xi^{\alpha}}{r_{\xi}}\left(x^{\beta}-\xi^{\beta}\right)\right) d x \\
& =(m-2) \int_{\Omega}|\nabla u|^{2} \chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right) d x \\
& +\int_{\Omega}\left(\delta_{\alpha \beta}|\nabla u|^{2}-2 \frac{\partial u}{\partial x^{\alpha}} \cdot \frac{\partial u}{\partial x^{\beta}}\right)\left(\chi_{\epsilon}^{\prime}\left(\frac{r_{\xi}}{\tau}\right) \frac{r_{\xi}}{\tau} \frac{x^{\alpha}-\xi^{\alpha}}{r_{\xi}} \frac{x^{\beta}-\xi^{\beta}}{r_{\xi}}\right) d x
\end{aligned}
$$

Using the relations

$$
\chi_{\epsilon}^{\prime}\left(\frac{r_{\xi}}{\tau}\right)=-\frac{\tau^{2}}{r_{\xi}} \frac{\partial}{\partial \tau}\left(\chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right)\right),
$$

and multiplying both sides by $\tau^{1-m}$, we obtain

$$
\begin{align*}
& (m-2) \tau^{1-m} \int_{\Omega}|\nabla u|^{2} \chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right) d x \\
& =\tau^{2-m} \int_{\Omega}\left(\delta_{\alpha \beta}|\nabla u|^{2}-2 \frac{\partial u}{\partial x^{\alpha}} \cdot \frac{\partial u}{\partial x^{\beta}}\right) \frac{\partial}{\partial \tau}\left(\chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right)\right) \frac{x^{\alpha}-\xi^{\alpha}}{r_{\xi}} \frac{x^{\beta}-\xi^{\beta}}{r_{\xi}} d x \\
& =\tau^{2-m} \int_{\Omega}\left(|\nabla u|^{2}-2\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2}\right) \frac{\partial}{\partial \tau}\left(\chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right)\right) d x  \tag{2.2}\\
& =\tau^{2-m} \frac{\partial}{\partial \tau}\left\{\int_{\Omega}\left(|\nabla u|^{2}-2\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x\right) \chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right) d x\right\} .
\end{align*}
$$

We take the limit as $\epsilon \rightarrow 0$ in (2.2) in distribution sense. For any $\varphi(\tau) \in$ $C_{0}^{\infty}((\sigma, \rho))$, we have

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0}\left\langle(m-2) \tau^{1-m}\right. & \left.\left.\int_{\Omega}|\nabla u|^{2} \chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right) d x, \varphi\right\rangle=\left.\left\langle(m-2) \tau^{1-m} \int_{\mathbb{B}_{\tau}^{m}(\xi)}\right| \nabla u\right|^{2} d x, \varphi\right\rangle \\
& \lim _{\epsilon \rightarrow 0}\left\langle\tau^{2-m} \frac{\partial}{\partial \tau}\left(\int_{\Omega}|\nabla u|^{2} \chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right) d x\right), \varphi\right\rangle \\
& =-\lim _{\epsilon \rightarrow 0} \int_{\sigma}^{\rho}\left(\int_{\Omega}|\nabla u|^{2} \chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right) d x\right) \frac{\partial}{\partial \tau}\left(\tau^{2-m} \varphi\right) d \tau \\
& =-\int_{\sigma}^{\rho}\left(\int_{\mathbb{B}_{\rho}^{m}(\xi)}|\nabla u|^{2} d x\right) \frac{\partial}{\partial \tau}\left(\tau^{2-m} \varphi\right) d \tau \\
& =\left\langle\tau^{2-m} \frac{\partial}{\partial \tau}\left(\int_{\mathbb{B}_{\rho}^{m}(\xi)}|\nabla u|^{2} d x\right), \varphi\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& \lim _{\epsilon \rightarrow 0}\left\langle 2 \tau^{2-m} \frac{\partial}{\partial \tau}\left(\int_{\Omega}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} \chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right) d x\right), \varphi\right\rangle \\
& =-2 \lim _{\epsilon \rightarrow 0} \int_{\sigma}^{\rho}\left(\int_{\Omega}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} \chi_{\epsilon}\left(\frac{r_{\xi}}{\tau}\right) d x\right) \frac{\partial}{\partial \tau}\left(\tau^{2-m} \varphi\right) d \tau \\
& =-2 \int_{\sigma}^{\tau}\left(\int_{\mathbb{B}_{\tau}^{m}(\xi)}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x\right) \frac{\partial}{\partial \tau}\left(\tau^{2-m} \varphi\right) d \tau
\end{aligned}
$$

With the aid of Fubini's theorem we obtain

$$
\begin{aligned}
& -2 \int_{\sigma}^{\tau}\left(\int_{\mathbb{B}_{r}^{m}(\xi)}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x\right) \frac{\partial}{\partial \tau}\left(\tau^{2-m} \varphi\right) d \tau \\
& =-2 \int_{\mathbb{B}_{\rho}^{m}(\xi)}\left(\int_{r_{\xi} \vee \sigma}^{\rho} \frac{\partial}{\partial \tau}\left(\tau^{2-m} \varphi\right) d \tau\right)\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x \\
& =2 \int_{\mathbb{B}_{\rho}^{m}(\xi)}\left(r_{\xi} \vee \sigma\right)^{2-m} \varphi\left(r_{\xi} \vee \sigma\right)\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x \\
& =2 \int_{\mathbb{B}_{p}^{m}(\xi) \backslash \mathbb{B}_{\sigma}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} \varphi\left(r_{\xi}\right) d x \\
& =-2 \int_{\mathbb{B}_{\rho}^{m}(\xi) \backslash \mathbb{B}_{\sigma}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2}\left(\int_{r_{\xi}}^{\rho} \frac{\partial \varphi}{\partial \tau} d \tau\right) d x \\
& =-2 \int_{\mathbb{B}_{\rho}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2}\left(\int_{r_{\xi} \vee \sigma}^{\rho} \frac{\partial \varphi}{\partial \tau} d \tau\right) d x .
\end{aligned}
$$

Again we use Fubini's theorem to have

$$
\begin{aligned}
& -2 \int_{\mathbb{B}_{\rho}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2}\left(\int_{r_{\xi} \vee \sigma}^{\rho} \frac{\partial \varphi}{\partial \tau} d \tau\right) d x \\
& =-2 \int_{\sigma}^{\rho}\left(\int_{\mathbb{B}_{\tau(\xi)}^{m}} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x\right) \frac{\partial \varphi}{\partial \tau} d \tau \\
& =2\left\langle\frac{\partial}{\partial \tau}\left(\int_{\mathbb{B}_{\tau}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x\right), \varphi\right\rangle .
\end{aligned}
$$

And hence the relation

$$
\begin{align*}
& (2-m) \tau^{1-m} \int_{\mathbb{B}_{\tau}^{m}(\xi)}|\nabla u|^{2} d x+\tau^{2-m} \frac{\partial}{\partial \tau}\left(\int_{\mathbb{B}_{\tau}^{m}(\xi)}|\nabla u|^{2} d x\right) \\
& =2 \frac{\partial}{\partial \tau}\left(\int_{\mathbb{B}_{\tau}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x\right) \tag{2.3}
\end{align*}
$$

holds. Since both

$$
\int_{\mathbb{B}_{\tau}^{m}(\xi)}|\nabla u|^{2} d x \text { and } \int_{\mathbb{B}_{\tau}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x
$$

are absolutely continuous on $[\sigma, \rho]$ with respect to $\tau$, the relation (2.3) holds for $\mathcal{L}^{1}$-almost every $\tau \in(\sigma, \rho)$. Therefore it holds that

$$
\begin{equation*}
\frac{\partial}{\partial \tau}\left(\tau^{2-m} \int_{\mathbb{B}_{\tau}^{m}(\xi)}|\nabla u|^{2} d x\right)=2 \frac{\partial}{\partial \tau}\left(\int_{\mathbb{B}_{\tau}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x\right) \tag{2.4}
\end{equation*}
$$

for $\mathcal{L}^{1}$-almost every $\tau \in(\sigma, \rho)$. Integrating both sides of (2.4) with respect to $\tau$ from $\sigma$ to $\rho$, we have the desired result.

## §2.2 Blow-up

We shall prove some consequences derived from the monotonicity identity. In this section, $\Omega$ is a bounded domain in $\mathbb{R}^{m}$. Let $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a stationary harmonic map, $\xi \in \Omega$ and $0<\sigma<\rho<\operatorname{dist}(\xi, \partial \Omega)$. From the monotonicity identity, we have

$$
\sigma^{2-m} \int_{\mathbb{B}_{\sigma}^{m}(\xi)}|\nabla u|^{2} d x \leq \rho^{2-m} \int_{\mathbb{B}_{\rho}^{m}(\xi)}|\nabla u|^{2} d x .
$$

If we replace $u$ by rescaled maps $u_{\xi, \rho}, u_{\xi, \sigma} \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{n}\right)$ we have

$$
\int_{\mathbb{B}^{m}}\left|\nabla u_{\xi, \sigma}\right|^{2} d x \leq \int_{\mathbb{B}^{m}}\left|\nabla u_{\xi, \rho}\right|^{2} d x
$$

from which we deduce a uniform bound:

$$
\operatorname{Sup}_{0<\rho<\rho_{0}}\left\|u_{\xi, \rho}\right\|_{W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{n}\right)} \leq C\left(\rho_{0}\right)
$$

for $0<\rho_{0}<\operatorname{dist}(\xi, \partial \Omega)$. Therefore there exists a sequence $\left\{\rho_{j}\right\}_{j=1}^{\infty}$ of small positive numbers tending to 0 and a map $u_{\infty} \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{n}\right)$ satisfying

$$
u_{\xi, \rho_{j}} \rightharpoonup u_{\infty} \quad \text { in } W^{1,2}\left(\mathbb{B}^{m}, \mathbb{R}^{n+1}\right)
$$

$u_{\infty}$ may depend on the sequence $\left\{\rho_{j}\right\}_{j=1}^{\infty}$. We call this procedure blow-up and $u_{\infty}$ the blow-up limit. Since the sequence

$$
\left\{\rho_{j}^{2-m} \int_{\mathbb{B}_{p_{j}}^{m}(\xi)}|\nabla u|^{2} d x\right\}_{j=1}^{\infty}
$$

is monotone decreasing, there exists the limit

$$
L=\lim _{j \rightarrow 0} \rho_{j}^{2-m} \int_{\mathbb{B}_{\rho_{j}}^{m}(\xi)}|\nabla u|^{2} d x .
$$

From the monotonicity identity, it holds that

$$
\rho_{j}^{2-m} \int_{\mathbb{B}_{p_{j}}^{m}(\xi)}|\nabla u|^{2} d x-\rho_{k}^{2-m} \int_{\mathbb{B}_{p_{k}}^{m}(\xi)}|\nabla u|^{2} d x=2 \int_{\mathbb{B}_{p_{j}}^{m}(\xi) \backslash \mathbb{B}_{p_{k}}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x
$$

for any $j, k \in \mathbb{N}$ with $j<k$. Taking the limit as $k \rightarrow \infty$, we have

$$
\begin{aligned}
\rho_{j}^{2-m} \int_{\mathbb{B}_{\rho_{j}}^{m}(\xi)}|\nabla u|^{2} d x-L & =2 \int_{\mathbb{B}_{\rho_{j}}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r_{\xi}}\right|^{2} d x \\
& =2 \int_{\mathbb{B}^{m}} r^{2-m}\left|\frac{\partial u_{\xi, \rho_{j}}}{\partial r}\right|^{2} d x
\end{aligned}
$$

Since

$$
\frac{\partial u_{\xi, \rho_{j}}}{\partial r} \rightharpoonup \frac{\partial u_{\infty}}{\partial r} \quad \text { in } W^{1,2}\left(\mathbb{B}^{m}, \mathbb{R}^{n+1}\right)
$$

it follows from the weak lower semi-continuity that

$$
\begin{aligned}
\int_{\mathbb{B}^{m}}\left|\frac{\partial u_{\infty}}{\partial r}\right|^{2} d x & \leq \liminf _{j \rightarrow \infty} \int_{\mathbb{B}^{m}}\left|\frac{\partial u_{\xi, \rho_{j}}}{\partial r}\right|^{2} d x \\
& \leq \liminf _{j \rightarrow \infty} \int_{\mathbb{B}^{m}} r^{2-m}\left|\frac{\partial u_{\xi, \rho_{j}}}{\partial r}\right|^{2} d x \\
& =\liminf _{j \rightarrow \infty} \int_{\mathbb{B}_{p_{j}}^{m}(\xi)} r_{\xi}^{2-m}\left|\frac{\partial u}{\partial r}\right|^{2} d x \\
& =\liminf _{j \rightarrow \infty} \frac{1}{2}\left(\rho_{j}^{2-m} \int_{\mathbb{B}_{p_{j}}^{m}(\xi)}|\nabla u|^{2} d x-L\right)=0 .
\end{aligned}
$$

Therefore, we have

$$
\frac{\partial u_{\infty}}{\partial r}=0 \quad \text { for almost everywhere in } \mathbb{B}^{m}
$$

A map $u_{\infty}$ having this property is said to be homogeneous. Next, we show that if $n \geq 3$ and if $u$ is weakly stable, then, taking a subsequence if necessary, $u_{\xi, \rho_{j}}$ converges to $u_{\infty}$ strongly in $W_{\text {loc }}^{1,2}\left(\mathbb{B}^{m}, \mathbb{R}^{n+1}\right)$. More generally, the following fact holds.

Theorem 2.2 ([18]) Let $n \geq 3$ and $\left\{u_{j}\right\}_{j=1}^{\infty} \subset W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a sequence of weakly stable stationary harmonic maps. Suppose that $u_{j}$ 's have a uniform energy bound:

$$
\begin{equation*}
E=\operatorname{Sup}_{j \in \mathbb{N}} \mathbf{E}\left(u_{j}\right)<\infty . \tag{2.5}
\end{equation*}
$$

Then there exist a subsequence, we denote again by $\left\{u_{j}\right\}_{j=1}^{\infty}$, and a weakly stable, stationary harmonic map $u_{\infty} \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ such that $u_{j}$ and $\nabla u_{j}$ converge to $u_{\infty}$ and $\nabla u_{\infty}$, respectively, in the $L^{2}$-norm on every compact subset of $\Omega$ as $j \rightarrow \infty$.

To prove the theorem above, we need a lemma.

Lemma 2.1 ([18], [28], [35]) Let $\Omega$ be a domain in $\mathbb{R}^{m}$. Suppose that $n \geq 2$ and that $u \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ is a weakly stable harmonic map. Then, we have

$$
\frac{n-2}{n} \int_{\Omega}|\nabla u|^{2}|f|^{2} d x \leq \int_{\Omega}|\nabla f|^{2} d x \quad \text { for } f \in W_{0}^{1,2} \cap L^{\infty}(\Omega, \mathbb{R})
$$

Proof of Lemma 2.1. Let $\left\{e_{A}\right\}_{A=1}^{n+1}$ be a constant orthonormal basis of $\mathbb{R}^{n+1}$. We set

$$
\psi_{(A)}(x)=f(x)\left\{e_{A}-u^{A}(x) u(x)\right\}
$$

for each $A$, where $u^{A}=u \cdot e_{A}$ and $f \in W_{0}^{1,2} \cap L^{\infty}(\Omega, \mathbb{R})$. The hypothesis of weak stability of $u$ implies $\delta_{u}^{2} \mathbf{E}\left(\psi_{(A)}\right) \geq 0$. A computation shows

$$
\delta_{u}^{2} \mathbf{E}\left(\psi_{(A)}\right)=\int_{\Omega} P_{(A)}(x) d x,
$$

where

$$
\begin{aligned}
P_{(A)}(x)= & |\nabla u|^{2}\left\{2\left(u^{A}\right)^{2}-1\right\} f^{2}+\left|\nabla u^{A}\right|^{2} f^{2} \\
& +\left\{1-\left(u^{A}\right)^{2}\right\}|\nabla f|^{2}-\sum_{\alpha=1}^{m} f \frac{\partial f}{\partial x^{\alpha}} \frac{\partial}{\partial x^{\alpha}}\left\{\left(u^{A}\right)^{2}\right\} .
\end{aligned}
$$

Let us sum $P_{(A)}$ with respect to $A$ from 1 to $n+1$. Since

$$
\sum_{A=1}^{n+1} \frac{\partial}{\partial x^{\alpha}}\left\{\left(u^{A}\right)^{2}\right\}=0 \quad \text { almost everywhere in } \Omega,
$$

we have

$$
\sum_{A=1}^{n+1} P_{(A)}(x)=n|\nabla f|^{2}-(n-2)|\nabla u|^{2} f^{2} \quad \text { almost everywhere in } \Omega .
$$

Therefore we get

$$
\sum_{A=1}^{n+1} \delta_{u}^{2} \mathbf{E}\left(\psi_{(A)}\right)=\int_{\Omega}\left\{n|\nabla f|^{2}-(n-2)|\nabla u|^{2} f^{2}\right\} d x \geq 0
$$

This is our desired inequality.
Remark 2.1 We do not know whether the number $(n-2) / n$ appearing in Lemma 2.1 is optimal or not. However, we can prove that this constant is optimal for the case $m=4$ and $n=3$. For an energy minimizing map $x /|x| \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{m-1}\right)$ the inequality in Lemma 2.1 becomes

$$
(m-3) \int_{\mathbb{B}^{m}}|x|^{-2} f^{2} d x \leq \int_{\mathbb{B}^{m}}|\nabla f|^{2} d x .
$$

On the other hand, by Hardy's inequality

$$
\frac{(m-2)^{2}}{4} \int_{\mathbb{B}^{m}}|x|^{-2} f^{2} d x \leq \int_{\mathbb{B}^{m}}|\nabla f|^{2} d x
$$

holds for any $f \in W_{0}^{1,2} \cap L^{\infty}\left(\mathbb{B}^{m}, \mathbb{R}\right)$ and the constant $(m-2)^{2} / 4$ is optimal. Therefore if $m=4$ and $n=3$, then the constant in Lemma 2.1 is optimal.

The proof of the Theorem 2.2 is organized as follows.
In Step 1, we define the set $\Sigma \subset \Omega$ where the strong convergence may break, and prove that $\Sigma \cap \Lambda$ is a closed set for any compact set $\Lambda \subset \Omega$.

In Step 2, we prove that $\mathcal{H}^{m-2}(\Sigma \cap \Lambda)<\infty$ for any compact set $\Lambda \subset \Omega$.
In Step 3, we prove that $\mathcal{H}^{m-2}(\Sigma \cap \Lambda)=0$ for any compact set $\Lambda \subset \Omega$.
In Step 4, we prove the strong convergence in $W_{\mathrm{loc}}^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$.
In Step 5 , we prove that the limit map is weakly stable stationary harmonic.

## Proof of Theorem 2.2.

Step 1. By (2.5), we may assume that $u_{j}$ converges to the map $u_{\infty} \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ weakly in $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$. We define the set $\Sigma \subset \Omega$ to be

$$
\Sigma=\bigcap_{R>0}\left\{\left.\xi \in \Omega\left|\liminf _{j \rightarrow \infty} R^{2-m} \int_{\mathbb{B}_{R}^{m}(\xi)}\right| \nabla u_{j}\right|^{2} d x \geq \epsilon_{0}^{2}\right\} .
$$

Here, $\epsilon_{0}$ is the same constant as in Lemma 1.1, from which we may assume that

$$
\begin{equation*}
u_{j} \rightarrow u_{\infty} \text { as } j \rightarrow \infty \text { in } C_{\mathrm{loc}}^{2} \cap W_{\mathrm{loc}}^{1,2}\left(\Omega \backslash \Sigma, \mathbb{R}^{n+1}\right) \tag{2.6}
\end{equation*}
$$

In what follows, we denote by $\Lambda$ an arbitrary compact subset of $\Omega$. We shall prove that $\Sigma \cap \Lambda$ is a closed set. Suppose that a sequence $\left\{\xi_{k}\right\}_{k=1}^{\infty} \subset \Sigma \cap \Lambda$ converges to a point $\xi \in \Lambda$. Since $\xi_{k} \in \Sigma$, we have

$$
\begin{equation*}
\liminf _{j \rightarrow \infty} R^{2-m} \int_{\mathbb{B}_{R}^{m}\left(\xi_{k}\right)}\left|\nabla u_{j}\right|^{2} d x \geq \epsilon_{0}^{2} \quad \text { for any } R>0 \tag{2.7}
\end{equation*}
$$

For any fixed $R>0$, we set $R_{k}=R-\left|\xi-\xi_{k}\right|$. Since $\xi_{k}$ converges to $\xi, R_{k}$ is positive and $\mathbb{B}_{R_{k}}^{m}\left(\xi_{k}\right) \subset \mathbb{B}_{R}^{m}(\xi)$ for sufficiently large $k \in \mathbb{N}$. And hence, we have

$$
\begin{aligned}
R^{2-m} \int_{\mathbb{B}_{R}^{m}(\xi)}\left|\nabla u_{j}\right|^{2} d x & \geq R^{2-m} \int_{\mathbb{B}_{R_{k}}^{m}\left(\xi_{k}\right)}\left|\nabla u_{j}\right|^{2} d x \\
& \geq\left(\frac{R}{R_{k}}\right)^{2-m} R_{k}^{2-m} \int_{\mathbb{B}_{R_{k}}^{m}\left(\xi_{k}\right)}\left|\nabla u_{j}\right|^{2} d x
\end{aligned}
$$

Taking account of (2.7), we have

$$
\liminf _{j \rightarrow \infty} R^{2-m} \int_{\mathbb{B}_{R}^{m}(\xi)}\left|\nabla u_{j}\right|^{2} d x \geq\left(\frac{R}{R_{k}}\right)^{2-m} \epsilon_{0}^{2}
$$

for sufficiently large $k \in \mathbb{N}$. Taking the limit as $k \rightarrow \infty$, we obtain

$$
\liminf _{j \rightarrow \infty} R^{2-m} \int_{\mathbb{B}_{R}^{m}(\xi)}\left|\nabla u_{j}\right|^{2} d x \geq \epsilon_{0}^{2}
$$

Therefore $\xi \in \Sigma \cap \Lambda$, and $\Sigma \cap \Lambda$ is a closed set.
Step 2. Let us estimate the $\mathcal{H}^{m-2}$-measure of $\Sigma \cap \Lambda$. By Vitali's covering lemma ([10], [36]), for any $\delta>0$, there exists a finite disjoint collection $\left\{\overline{\mathbb{B}_{R_{k}}^{m}\left(\xi_{k}\right)}\right\}_{k=1}^{K}$ of closed balls with centers in $\Sigma \cap \Lambda$, satisfying

$$
\Sigma \cap \Lambda \subset \bigcup_{k=1}^{K} \overline{\mathbb{B}_{5 R_{k}}^{m}\left(\xi_{k}\right)}
$$

and $0<R_{k}<\delta \wedge \operatorname{dist}\left(\xi_{k}, \partial \Omega\right)$. Since $\xi_{k} \in \Sigma$,

$$
R_{k}^{2-m} \int_{\mathbb{B}_{R_{k}}^{m}\left(\xi_{k}\right)}\left|\nabla u_{j}\right|^{2} d x \geq \frac{\epsilon_{0}^{2}}{2}
$$

for any $1 \leq k \leq K$ and sufficiently large $j \in \mathbb{N}$. For such $j$, we have

$$
\begin{aligned}
\sum_{k=1}^{K} \omega_{m-2}\left(5 R_{k}\right)^{m-2} & =5^{m-2} \omega_{m-2} \sum_{k=1}^{K} R_{k}^{m-2} \\
& \leq 5^{m-2} \omega_{m-2} \sum_{k=1}^{K} \frac{2}{\epsilon_{0}^{2}} \int_{\mathbb{B}_{R_{k}}^{m}\left(\xi_{k}\right)}\left|\nabla u_{j}\right|^{2} d x \\
& =\frac{2 \cdot 5^{m-2} \omega_{m-2}}{\epsilon_{0}^{2}} \int_{\bigcup_{k=1}^{K} \mathbb{B}_{R_{k}}^{m}\left(\xi_{k}\right)}\left|\nabla u_{j}\right|^{2} d x \\
& \leq \frac{2 \cdot 5^{m-2} \omega_{m-2}}{\epsilon_{0}^{2}} \int_{\Omega}\left|\nabla u_{j}\right|^{2} d x \\
& \leq \frac{2 \cdot 5^{m-2} \omega_{m-2}}{\epsilon_{0}^{2}} \operatorname{Sup}_{j \in \mathbb{N}} \mathbf{E}\left(u_{j}\right)<\infty
\end{aligned}
$$

Therefore $\mathcal{H}^{m-2}(\Sigma \cap \Lambda)$ is finite.
Step 3. Since $\mathcal{H}^{m-2}(\Sigma \cap \Lambda)<\infty$, we have $\operatorname{Cap}_{2}(\Sigma \cap \Lambda)=0$ (see [10], 4.7.2. Theorem 3). That is, for any $\epsilon>0$, there exists a function $\varphi_{\epsilon} \in C_{0}^{\infty}(\Omega, \mathbb{R})$ satisfying

$$
\begin{equation*}
\Sigma \cap \Lambda \subset \operatorname{Int}\left\{x \in \Omega \mid \varphi_{\epsilon}(x)=1\right\} \text { and } \int_{\Omega}\left|\nabla \varphi_{\epsilon}\right|^{2} d x<\epsilon \tag{2.8}
\end{equation*}
$$

For any $\xi \in \Sigma \cap \Lambda$, we can take by (2.8) a small constant $\delta(\xi)>0$ such that

$$
\varphi_{\epsilon} \geq \frac{1}{2} \quad \text { in } \mathbb{B}_{\delta(\xi)}^{m}(\xi)
$$

Since $\Sigma \cap \Lambda$ is compact, there exists a set of a finite number of points $\left\{\xi_{k}\right\}_{k=1}^{K(\epsilon)} \subset$ $\Sigma \cap \Lambda$ satisfying

$$
\Sigma \cap \Lambda \subset \bigcup_{k=1}^{K(\epsilon)} \mathbb{B}_{\frac{1}{5} \delta\left(\xi_{k}\right)}^{m}\left(\xi_{k}\right)
$$

By using Vitali's covering lemma, changing indices if necessarily, we may assume that $\left\{\overline{\mathbb{B}_{\frac{1}{5} \delta\left(\xi_{l}\right)}^{m}\left(\xi_{l}\right)}\right\}_{l=1}^{L(\epsilon)}$ is disjoint for a subset $\left\{\xi_{l}\right\}_{l=1}^{L(\epsilon)} \subset\left\{\xi_{k}\right\}_{k=1}^{K(\epsilon)}$ and that

$$
\begin{equation*}
\Sigma \cap \Lambda \subset \bigcup_{l=1}^{L(\epsilon)} \overline{\mathbb{B}_{\delta\left(\xi_{l}\right)}^{m}\left(\xi_{l}\right)} \tag{2.9}
\end{equation*}
$$

By the definition of $\Sigma$, for sufficiently large $J(\epsilon) \in \mathbb{N}$,

$$
\begin{equation*}
\left(\frac{\delta\left(\xi_{l}\right)}{5}\right)^{2-m} \int_{\mathbb{B}_{\frac{1}{5} \delta\left(\xi_{l}\right)}^{m}}\left|\nabla u_{j}\right|^{2} d x \geq \frac{\epsilon_{0}^{2}}{2} \tag{2.10}
\end{equation*}
$$

for any $1 \leq l \leq L(\epsilon)$ and $j \geq J(\epsilon)$. Combining (2.9) and (2.10), we have for $j \geq J(\epsilon)$,

$$
\begin{aligned}
\mathcal{H}_{\epsilon}^{m-2}(\Sigma \cap \Lambda) & \leq \omega_{m-2} \sum_{l=1}^{L(\epsilon)}\left(\delta\left(\xi_{l}\right)\right)^{m-2} \\
& =5^{m-2} \omega_{m-2} \sum_{l=1}^{L(\epsilon)}\left(\frac{\delta\left(\xi_{l}\right)}{5}\right)^{m-2} \\
& \leq 5^{m-2} \omega_{m-2} \sum_{l=1}^{L(\epsilon)} \frac{2}{\epsilon_{0}^{2}} \int_{\mathbb{B}_{\frac{1}{5} \delta\left(\xi_{l}\right)}^{m}\left(\xi_{l}\right)}\left|\nabla u_{j}\right|^{2} d x .
\end{aligned}
$$

It follows from (2.8) that

$$
\int_{\mathbb{B}_{\frac{1}{5} \delta\left(\xi_{l}\right)}^{m}\left(\xi_{l}\right)}\left|\nabla u_{j}\right|^{2} d x \leq 4 \int_{\substack{\mathbb{B}_{\frac{1}{5} \delta\left(\xi_{l}\right)}^{m}\\}}\left|\nabla u_{j l}\right|^{2}\left|\varphi_{\epsilon}\right|^{2} d x
$$

Combining this with Lemma 2.1, we obtain

$$
\begin{aligned}
\mathcal{H}_{\epsilon}^{m-2}(\Sigma \cap \Lambda) & \leq 5^{m-2} \omega_{m-2} \sum_{l=1}^{L(\epsilon)} \frac{8}{\epsilon_{0}^{2}} \int_{\mathbb{B}_{\frac{1}{5} \delta\left(\xi_{l}\right)}^{m}\left(\xi_{l}\right)}\left|\nabla u_{j}\right|^{2}|\varphi|^{2} d x \\
& =\frac{8 \cdot 5^{m-2} \omega_{m-2}}{\epsilon_{0}^{2}} \int_{\bigcup_{l=1}^{L(\epsilon)} \mathbb{B}_{\frac{1}{5} \delta\left(\xi_{l}\right)}^{m}\left(\xi_{l}\right)}\left|\nabla u_{j}\right|^{2}\left|\varphi_{\epsilon}\right|^{2} d x \\
& \leq \frac{8 \cdot 5^{m-2} \omega_{m-2}}{\epsilon_{0}^{2}} \int_{\Omega}\left|\nabla u_{j}\right|^{2}|\varphi|^{2} d x \\
& \leq \frac{8 \cdot 5^{m-2} \omega_{m-2}}{\epsilon_{0}^{2}} \cdot \frac{n}{n-2} \int_{\Omega}\left|\nabla \varphi_{\epsilon}\right|^{2} d x \\
& \leq \frac{8 \cdot 5^{m-2} \omega_{m-2}}{\epsilon_{0}^{2}} \cdot \frac{n}{n-2} \epsilon .
\end{aligned}
$$

Taking the limit as $\epsilon \rightarrow 0$, we have the desired result.
Step 4. Since $u_{j}$ converges to $u_{\infty}$ weakly in $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$, there exists a Radon measure $\nu \in \mathcal{M}(\Omega)$ satisfying

$$
\left|\nabla u_{j}\right|^{2} d x \rightarrow\left|\nabla u_{\infty}\right|^{2} d x+\nu \quad \text { in } \mathcal{M}(\Omega) .
$$

We set $\mu=\left|\nabla u_{\infty}\right|^{2} d x+\nu$. From (2.6),

$$
\lim _{j \rightarrow \infty} \int_{U}\left|\nabla u_{j}\right|^{2} d x=\int_{U}|\nabla u|^{2} d x
$$

for any open set $U \subset \subset \Lambda \backslash \Sigma$. Therefore we have

$$
\operatorname{Support}(\nu\lfloor\Lambda) \subset \Sigma \cap \Lambda
$$

We shall prove that $\nu\lfloor\Sigma=0$ as an element of $\mathcal{M}(\Omega)$.
For any $\xi \in \Omega$ and $0<\sigma<\rho<\operatorname{dist}(\xi, \partial \Omega)$, we take a small constant $0<\epsilon<\rho-\sigma$. By the monotonicity identity, we have

$$
\begin{aligned}
\sigma^{2-m} \mu\left(\mathbb{B}_{\sigma(\xi)}^{m}\right) & \leq \sigma^{2-m} \liminf _{j \rightarrow \infty} \int_{\mathbb{B}_{\sigma}^{m}(\xi)}\left|\nabla u_{j}\right|^{2} d x \\
& \leq(\rho-\epsilon)^{2-m} \liminf _{j \rightarrow \infty} \int_{\mathbb{B}_{\rho-\epsilon}^{m}(\xi)}\left|\nabla u_{j}\right|^{2} d x \\
& =(\rho-\epsilon)^{2-m} \liminf _{j \rightarrow \infty} \int_{\overline{\mathbb{B}_{\rho-\epsilon}^{m}}(\xi)}\left|\nabla u_{j}\right|^{2} d x \\
& =(\rho-\epsilon)^{2-m} \mu\left(\overline{\mathbb{B}_{\rho-\epsilon}^{m}(\xi)}\right) \leq(\rho-\epsilon)^{2-m} \mu\left(\mathbb{B}_{\rho}^{m}(\xi)\right) .
\end{aligned}
$$

Taking the limit as $\epsilon \searrow 0$, we get

$$
\begin{equation*}
\sigma^{2-m} \mu\left(\mathbb{B}_{\sigma}^{m}(\xi)\right) \leq \rho^{2-m} \mu\left(\mathbb{B}_{\rho}^{m}(\xi)\right) \tag{2.11}
\end{equation*}
$$

From this, there exists the $(m-2)$-dimensional density function

$$
\Theta^{m-2}(\mu, \xi)=\lim _{\sigma \searrow 0} \frac{\mu\left(\mathbb{B}_{\sigma}^{m}(\xi)\right)}{\omega_{m-2} \sigma^{m-2}}
$$

with respect to the measure $\mu$ for any $\xi \in \Omega$.
We shall give an upper bound of $\Theta(\mu, \cdot)$ on $\Lambda$. Define $\rho_{0}>0$ by $\rho_{0}=$ $\operatorname{dist}(\Lambda, \partial \Omega) / 2$. It follows from (2.11) that

$$
\begin{aligned}
\Theta^{m-2}(\mu, \xi) & \leq \frac{\mu\left(\mathbb{B}_{\rho_{0}}^{m}(\xi)\right)}{\omega_{m-2}^{m} \rho_{0}^{m-2}} \leq \frac{\mu\left(\overline{\mathbb{B}_{\rho_{0}}^{m}(\xi)}\right)}{\omega_{m-2} \rho_{0}^{m-2}} \\
& \leq \frac{1}{\omega_{m-2} \rho_{0}^{m-2}} \liminf _{j \rightarrow \infty} \int_{\overline{\mathbb{B}_{\rho_{0}}^{m}(\xi)}}\left|\nabla u_{j}\right|^{2} d x \leq \frac{1}{\omega_{m-2} \rho_{0}^{m-2}} E
\end{aligned}
$$

Hence we have a uniform upper bound

$$
\operatorname{Sup}_{a \in \Lambda} \Theta^{m-2}(\mu, \xi) \leq C(m, \Lambda, E)
$$

where $C(m, \Lambda, E)$ is a positive number depending only on $m, \Lambda$ and $E$. Since $\mathcal{H}^{m-2}(\Sigma \cap \Lambda)=0$, we have

$$
0 \leq \mu(\Sigma \cap \Lambda) \leq C(m, \Lambda, E) \mathcal{H}^{m-2}(\Sigma \cap \Lambda)=0
$$

and therefore

$$
0=\int_{\Sigma \cap \Lambda}\left|\nabla u_{\infty}\right|^{2} d x+\nu(\Sigma \cap \Lambda)=\nu(\Sigma \cap \Lambda) .
$$

Consequently $\nu\lfloor\Lambda=0$ as an element of $\mathcal{M}(\Omega)$ for any compact set $\Lambda \subset \Omega$. For any open ball $\mathbb{B}_{\rho}^{m}(\xi) \subset \subset \Omega$, we have

$$
|\nabla u|^{2} d x\left(\partial \mathbb{B}_{\rho}^{m}(\xi)\right)=0
$$

By the convergence of Radon measures, we obtain

$$
\lim _{j \rightarrow \infty} \int_{\mathbb{B}_{\rho}^{m}(\xi)}\left|\nabla u_{j}\right|^{2} d x=\int_{\mathbb{B}_{\rho}^{m}(\xi)}|\nabla u|^{2} d x .
$$

This yields

$$
\lim _{j \rightarrow \infty} \int_{\mathbb{B}_{\rho}^{m}(\xi)}\left|\nabla u_{j}-\nabla u\right|^{2} d x=0 .
$$

By using once more a covering argument, we have the local strong convergence as desired.

Step 5. We can prove that the limit map $u_{\infty}$ is stationary harmonic by the strong convergence in $W^{1,2}\left(\Omega, \mathbb{R}^{n+1}\right)$. We are going to prove that $u_{\infty}$ is weakly stable. For any $\psi \in W_{0}^{1,2} \cap L^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ with $\psi(x) \cdot u_{\infty}(x)=0$ almost everywhere in $\Omega$, we define $\psi_{j} \in W_{0}^{1,2} \cap L^{\infty}\left(\Omega, \mathbb{R}^{n+1}\right)$ to be $\psi_{j}=\psi-\left(\psi \cdot u_{j}\right) u_{j}$. Then, $\psi_{j}(x) \cdot u_{j}(x)=0$ holds for almost every $x \in \Omega$. Since $u_{j}$ is weakly stable, we have

$$
\int_{\Omega}\left|\nabla u_{j}\right|^{2}\left|\psi_{j}\right|^{2} d x \leq \int_{\Omega}\left|\nabla \psi_{j}\right|^{2} d x
$$

A simple computation gives

$$
\begin{aligned}
& \left|\nabla \psi-\nabla\left\{\left(\psi \cdot u_{j}\right) u_{j}\right\}\right|^{2} \\
& =\left|\nabla \psi-\left(\psi \cdot u_{j}\right) \nabla u_{j}\right|^{2}+\sum_{\alpha=1}^{m}\left(\frac{\partial u_{j}}{\partial x^{\alpha}} \cdot \psi\right)^{2}-\sum_{\alpha=1}^{m}\left(u_{j} \cdot \frac{\partial \psi}{\partial x^{\alpha}}\right)^{2}
\end{aligned}
$$

From this, we have

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla u_{j}\right|^{2}\left\{|\psi|^{2}-\left(u_{j} \cdot \psi\right)^{2}\right\} d x \\
\leq & \int_{\Omega}\left|\nabla \psi-\left(\psi \cdot u_{j}\right) \nabla u_{j}\right|^{2} d x+\int_{\Omega} \sum_{\alpha=1}^{m}\left(\frac{\partial u_{j}}{\partial x^{\alpha}} \cdot \psi\right)^{2} d x-\int_{\Omega} \sum_{\alpha=1}^{m}\left(u_{j} \cdot \frac{\partial \psi}{\partial x^{\alpha}}\right)^{2} d x .
\end{aligned}
$$

Using the dominated convergence theorem, we have

$$
\int_{\Omega}\left|\nabla u_{\infty}\right|^{2}|\psi|^{2} d x \leq \int_{\Omega}|\nabla \psi|^{2} d x
$$

by passing to the limit as $j \rightarrow \infty$. Consequently, $u_{\infty}$ is weakly stable.

Moreover, we can prove (taking a subsequence, if necessarily) that the $u_{j}$ converges to $u_{\infty}$ locally uniformly in $\Omega \backslash \operatorname{Sing}\left(u_{\infty}\right)$.

Theorem 2.3 ([32]) Let $\left\{u_{j}\right\}_{j=1}^{\infty} \subset W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ be a sequence of stationary harmonic maps. Suppose that there exist a stationary harmonic map $u_{\infty} \in W^{1,2}\left(\Omega, \mathbb{S}^{n}\right)$ such that $u_{j}$ and $\nabla u_{j}$ converge to $u_{\infty}$ and $\nabla u_{\infty}$ respectively in the $L^{2}$-norm on every compact subset of $\Omega$ as $j$ tends to $\infty$. Then there exists a subsequence $\left\{u_{j_{\nu}}\right\}_{\nu=1}^{\infty}$ which satisfies the following. For any multi-index $\left(l_{1}, \cdots, l_{m}\right)$, where each $l_{k}$ is a non-negative integer,

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}} \cdots\left(\frac{\partial}{\partial x^{m}}\right)^{l_{m}} u_{j_{\nu}}
$$

converges to

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}} \cdots\left(\frac{\partial}{\partial x^{m}}\right)^{l_{m}} u_{\infty}
$$

uniformly on every compact subset of $\Omega \backslash \operatorname{Sing}\left(u_{\infty}\right)$ as $\nu$ tends to $\infty$.
Proof. Let $\Lambda \subset \Omega \backslash \operatorname{Sing}\left(u_{\infty}\right)$ be a compact set. Since $u_{\infty} \in C^{\infty}\left(\Omega \backslash \operatorname{Sing}\left(u_{\infty}\right), \mathbb{S}^{n}\right)$, for any $\xi \in \Lambda$, there exists a small $R_{\xi}>0$ with

$$
R_{\xi}^{2-m} \int_{\mathbb{B}_{R_{\xi}}^{m}(\xi)}\left|\nabla u_{\infty}\right|^{2} d x<\frac{\epsilon_{0}^{2}}{2}
$$

where $\epsilon_{0}$ is the constant in Lemma 1.1. The local strong convergence implies

$$
\lim _{j \rightarrow \infty} R_{\xi}^{2-m} \int_{\mathbb{B}_{R_{\xi}}^{m}(\xi)}\left|\nabla u_{j}\right|^{2} d x=R_{\xi}^{2-m} \int_{\mathbb{B}_{R_{\xi}}^{m}(\xi)}\left|\nabla u_{\infty}\right|^{2} d x<\frac{\epsilon_{0}^{2}}{2}
$$

Therefore, we can take a large number $J_{\xi} \in \mathbb{N}$ such that

$$
R_{\xi}^{2-m} \int_{\mathbb{B}_{R_{\xi}}^{m}(\xi)}\left|\nabla u_{j}\right|^{2} d x<\epsilon_{0}^{2} \quad \text { if } j \geq J_{\xi}
$$

Since $\Lambda$ is compact, there exists a finite number of points $\xi_{1}, \xi_{2}, \cdots, \xi_{K} \in \Lambda$ such that

$$
\Lambda \subset \bigcup_{k=1}^{K} \mathbb{B}_{\frac{1}{2} R_{k}}^{m}\left(\xi_{k}\right)
$$

where $R_{k}=R_{\xi_{k}}$. From Lemma 1.1, we have an inequality

$$
\begin{aligned}
& \operatorname{Sup}_{\mathbb{B}_{\frac{1}{2} R_{k}}^{m}\left(\xi_{k}\right)}\left|D^{l} u_{j}\right| \leq \frac{C\left(l, m, n, \epsilon_{0}, \Lambda\right)}{R_{k}^{l}} \\
& \quad \text { if } j \geq J(\Lambda)=\operatorname{Max}\left\{J_{1}, J_{2} \cdots, J_{K}\right\} \quad\left(J_{k}=J_{\xi_{k}}\right) .
\end{aligned}
$$

By Ascoli-Arzelà's theorem, we can extract a subsequence $\left\{u_{j}^{\Lambda}\right\}_{j=1}^{\infty} \subset\left\{u_{j}\right\}_{j=1}^{\infty}$ which converges to $u_{\infty}$ in $C^{k}(\Lambda)$ for any non-negative integer $k$.

Let $\left\{\Lambda_{j}\right\}_{j=1}^{\infty}$ be an increasing sequence of compact subsets of $\Omega \backslash \operatorname{Sing}\left(u_{\infty}\right)$ satisfying

$$
\Omega \backslash \operatorname{Sing}\left(u_{\infty}\right)=\bigcup_{j=1}^{\infty} \Lambda_{j} .
$$

An appropriate subsequence $\left\{u_{j}^{\Lambda_{j}}\right\}_{j=1}^{\infty}$ satisfies the assertion.

Now we go back to our problem. Let $\Omega \subset \mathbb{R}^{4}$ be a bounded domain, $u \in$ $W^{1,2}\left(\Omega, \mathbb{S}^{3}\right)$ be a weakly stable, stationary harmonic map and $\xi \in \operatorname{Sing}(u) \cap \Omega$ be an isolated singular point of $u$. By Theorem 2.2 and Theorem 2.3, there exist a sequence $\left\{\rho_{j}\right\}_{j=1}^{\infty} \subset(0, \operatorname{dist}(\xi, \partial \Omega))$ tending to 0 and a weakly stable homogeneous stationary harmonic map $u_{\infty} \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ which satisfy

$$
\begin{aligned}
& u_{\xi, \rho_{j}} \rightharpoonup u_{\infty} \quad \text { as } j \rightarrow \infty \text { in } W^{1,2}\left(\mathbb{B}^{4}, \mathbb{R}^{4}\right), \\
& u_{\xi, \rho_{j}} \rightarrow u_{\infty} \quad \text { as } j \rightarrow \infty \text { in } W_{\operatorname{loc}}^{1,2}\left(\mathbb{B}^{4}, \mathbb{R}^{4}\right), \\
& u_{\xi, \rho_{j}} \rightarrow u_{\infty} \quad \text { as } j \rightarrow \infty \text { in } C_{\text {loc }}^{k}\left(\mathbb{B}^{4} \backslash \operatorname{Sing}\left(u_{\infty}\right), \mathbb{R}^{4}\right) \quad \text { for any } k \in \mathbb{N} \cup\{0\} .
\end{aligned}
$$

From Theorem 1.8, $\operatorname{Sing}\left(u_{\infty}\right)$ is a discrete set, and the homogeneity of $u_{\infty}$ implies $\operatorname{Sing}\left(u_{\infty}\right)=\{0\}$. Therefore we have

$$
u_{\xi, \rho_{j}} \rightarrow u_{\infty} \quad \text { as } j \rightarrow \infty \text { in } C_{\mathrm{loc}}\left(\mathbb{B}^{4} \backslash\{0\}, \mathbb{R}^{4}\right),
$$

and

$$
\operatorname{deg}(u, \xi)=\operatorname{deg}\left(u_{\xi, \rho_{j}}, 0\right)=\operatorname{deg}\left(u_{\infty}, 0\right)
$$

If $u$ is an energy minimizing map, then $u_{\infty}$ is independent of a subsequence $\left\{\rho_{j}\right\}_{j=1}^{\infty}$ due to the following theorem.

Theorem 2.4 ([37]) Let $\Omega$ be a bounded domain of $\mathbb{R}^{m}$ and $N$ be a real analytic compact Riemannian manifold. Suppose that $u \in W^{1,2}(\Omega, N)$ is an energy minimizing map and $\xi \in \operatorname{Sing}(u)$. If there exists a blow-up limit $u_{\infty}$ of $u$ at $\xi$ satisfying $\operatorname{Sing}\left(u_{\infty}\right)=\{0\}$, then $u_{\infty}$ is a unique blow-up limit of $u$ at $\xi$. That is, for any multi-index $\left(l_{1}, \cdots, l_{m}\right)$, where each $l_{k}$ is a non-negative integer,

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}} \cdots\left(\frac{\partial}{\partial x^{m}}\right)^{l_{m}} u_{\xi, \rho}
$$

converges to

$$
\left(\frac{\partial}{\partial x^{1}}\right)^{l_{1}} \cdots\left(\frac{\partial}{\partial x^{m}}\right)^{l_{m}} S \frac{x}{|x|}
$$

uniformly on every compact subset of $\mathbb{B}^{m} \backslash\{0\}$ as $\rho$ tends to 0 .

From this, for an energy minimizing map from a 4 -dimensional domain $\Omega$ into $\mathbb{S}^{3}$, we need not take a sequence $\left\{\rho_{j}\right\}_{j=1}^{\infty}$ as in Theorem 2.3.

As a consequence of Theorem 2.3 and Theorem 2.4, to study the degree of a weakly stable stationary harmonic map from a 4-dimensional domain $\Omega$ into $\mathbb{S}^{3}$ around an isolated singular point, we have only to deal with the case $\Omega=\mathbb{B}^{4}$ and $u$ is a homogeneous map satisfying $\operatorname{Sing}(u)=\{0\}$. Since $u \in C^{\infty}\left(\mathbb{B}^{4} \backslash\{0\}, \mathbb{S}^{3}\right)$ in this case, there exists a map $u_{0} \in C^{\infty}\left(\mathbb{S}^{3}, \mathbb{S}^{3}\right)$ such that $u(x)=u_{0}(x /|x|)$ for $x \in \mathbb{B}^{4} \backslash\{0\}$. The Euler-Lagrange equation

$$
\Delta u+|\nabla u|^{2} u=0 \quad \text { in } \mathbb{B}^{4} \backslash\{0\},
$$

is then reduced to

$$
\Delta_{\mathbb{S}^{3}} u_{0}+\left|\nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} u_{0}=0 \quad \text { in } \mathbb{S}^{3} .
$$

Here $\Delta_{\mathbb{S}^{3}}$ is the Laplacian on $\mathbb{S}^{3}$, and $\nabla_{\mathbb{S}^{3}}$ is the gradient on $\mathbb{S}^{3}$. Therefore $u_{0}$ is a smooth harmonic map from $\mathbb{S}^{3}$ to itself.

Next, we consider the strict stability. If $\Omega \subset \mathbb{R}^{4}$ is a bounded domain and $u \in W^{1,2}\left(\Omega, \mathbb{S}^{3}\right)$ is a strictly stable stationary harmonic map, then for any $\xi \in \operatorname{Sing}(u) \cap \Omega, u$ is locally strictly stable at $\xi$. And hence, if $\rho>0$ is small, the rescaled map $u_{\xi, \rho} \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ is strictly stable and $\lambda\left(u_{\xi, \rho}\right) \geq \lambda(u)$. Therefore, it is natural to expect that any blow-up limit $u_{\infty} \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ of $u$ at $\xi$ is strictly stable and that $\lambda\left(u_{\infty}\right) \geq \lambda(u)$. (For the definition of $\lambda(u)$, see Definition 1.7). Indeed, we have the following result.

Theorem 2.5 Suppose that $\left\{u_{j}\right\}_{j=1}^{\infty} \subset W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{n}\right)$ is a sequence of strictly stable weakly harmonic maps such that $\operatorname{Sing}\left(u_{j}\right)=\{0\}$ and that there exists a constant $\lambda>0$ satisfying $\lambda\left(u_{j}\right) \geq \lambda$ for any $j \in \mathbb{N}$. If there exists a weakly harmonic map $u_{\infty} \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{n}\right)$ satisfying $\operatorname{Sing}\left(u_{\infty}\right)=\{0\}$ and if $u_{j}$ converges to $u_{\infty}$ in $W_{\mathrm{loc}}^{1,2}\left(\mathbb{B}^{m}, \mathbb{R}^{n+1}\right)$, then $u_{\infty}$ is also strictly stable and $\lambda\left(u_{\infty}\right) \geq \lambda$.

Theorem 2.5 can be proved in the same way as in the Step 5 in the proof of Theorem 2.2, so we omit the proof.

From these considerations, we are lead to the following problem.
Problem 2.1 Let $u_{0} \in C^{\infty}\left(\mathbb{S}^{3}, \mathbb{S}^{3}\right)$ be a smooth harmonic map. Is a map $u(x)=u_{0}(x /|x|) \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ a weakly (or strictly) stable stationary harmonic map?

On this problem we need some additional properties of smooth harmonic maps between $\mathbb{S}^{3}$. No results have been published on complete classification of smooth harmonic maps between $\mathbb{S}^{3}$. However, we have a partial answer to Problem 2.1 by analyzing the second variation precisely. In the next chapter, we shall prove a very useful result to obtain a lower bound of the Dirichlet energy of smooth harmonic maps between spheres.

## Chapter 3

## Energies of Smooth Harmonic

## Maps between Spheres

In this chapter, we shall prove Ramanathan's theorem (Theorem 3.3) on energies of smooth harmonic maps between spheres following his paper [29]. He considered the Dirichlet energies of composition of smooth harmonic maps and conformal diffeomorphisms between spheres. If the source manifold is $\mathbb{S}^{2}$, then the Dirichlet energy is invariant under composition (see Theorem 3.1 below). However, if the source manifold is $\mathbb{S}^{m}$ where $m \geq 3$, then the Dirichlet energy decreases in general by composition. Therefore there is a great difference between the case of the domain $\mathbb{S}^{2}$ and the case of $\mathbb{S}^{m}$ with $m \geq 3$. Although we do not need here the case of $\mathbb{S}^{2}$, we discuss both cases for comparison.

We use a notation $\left(\xi^{\alpha}\right)$ as a local coordinate system on $\mathbb{S}^{m}$ and $\left(x^{i}\right)$ the standard coordinate system of $\mathbb{R}^{m+1}$. Latin indices are understood to be summed from 1 to $m$ and small Latin indices are from 1 to $m+1$ except for the proof of Theorem 3.1.

## §3.1 Preliminaries on conformal geometry

First, we define the notion of conformality.
Definition 3.1 Let $(M, g)$ and $(N, h)$ be Riemannian manifolds. An immersion $\varphi \in C^{\infty}(M, N)$ is said to be conformal if there exists a function
$f \in C^{\infty}(M, \mathbb{R})$ such that

$$
\varphi^{*} h=e^{f} g \quad \text { in } M
$$

Here, $\varphi^{*} h$ is the pull-back of the metric $h$. And we define a set $\operatorname{Conf}(\mathrm{M})$ to be

$$
\begin{aligned}
\operatorname{Conf}(M)= & \left\{\varphi \in C^{\infty}(M, M) \mid\right. \\
& \varphi \text { is a conformal diffeomorphism from } M \text { onto itself }\} .
\end{aligned}
$$

$\operatorname{Conf}(M)$ is a Lie group endowed with the composition of maps as law of multiplication.

We need only $\operatorname{Conf}\left(\mathbb{S}^{m}\right) . \operatorname{Conf}\left(\mathbb{S}^{m}\right)$ is isomorphic to a very useful linear group constructed below ([20], [39]). Denote the Lorentz space by $\mathbb{L}^{m+2}=$ $\mathbb{R}^{m+1} \times \mathbb{R}$, which is endowed with the non-degenerate bilinear form $\langle\cdot, \cdot\rangle_{\mathbb{L}^{m+2}}$ : $\mathbb{L}^{m+2} \times \mathbb{L}^{m+2} \rightarrow \mathbb{R}$ and where

$$
\begin{aligned}
\langle v, w\rangle_{\mathbb{L}^{m+2}} & =-v^{0} w^{0}+\sum_{\alpha=1}^{m+1} v^{\alpha} w^{\alpha} \\
\text { for } v & ={ }^{t}\left(v^{0}, v^{1}, \cdots, v^{m+1}\right),{ }^{t}\left(w^{0}, w^{1}, \cdots, v^{m+1}\right) \in \mathbb{L}^{m+2}
\end{aligned}
$$

Let $O(1, m+1)$ be

$$
\begin{gathered}
O(1, m+1)=\left\{T: \mathbb{L}^{m+2} \rightarrow \mathbb{L}^{m+2} \mid T\right. \text { is a linear transformation satisfying } \\
\left.\langle T v, T w\rangle_{\mathbb{L}^{m+2}}=\langle v, w\rangle_{\mathbb{L}^{m+2}} \text { for } v, w \in \mathbb{L}^{m+2}\right\} .
\end{gathered}
$$

It is a Lie group with the composition of linear transformations as law of multiplication. We shall construct a subgroup $\Gamma<O(1, m+1)$ isomorphic to $\operatorname{Conf}\left(\mathbb{S}^{m}\right)$ in the following way. Let $C_{+}$be the subset of $\mathbb{L}^{m+2}$, called the positive light cone, defined to be

$$
C_{+}=\left\{v \in \mathbb{L}^{m+2} \mid v^{0}>0,\langle v, v\rangle_{\mathbb{I}^{m+2}}=0\right\} .
$$

Define a subgroup $G<\operatorname{Conf}\left(\mathbb{S}^{m}\right)$ to be

$$
G=\left\{\gamma \in O(1, m+1) \mid \gamma \text { preserves } C_{+} \text {and satisfies } \operatorname{det} \gamma=1\right\}
$$

The next lemma is fundamental for our discussion in this chapter.

Lemma 3.1 $\operatorname{Conf}\left(\mathbb{S}^{m}\right)$ is isomorphic to $G$ as a Lie group.
See [20] for the proof. We only give here a correspondence. Let $q: \mathbb{S}^{m} \rightarrow C_{+}$ and $p: C_{+} \rightarrow \mathbb{S}^{m}$ be maps defined to be

$$
\begin{aligned}
& p\left({ }^{t}\left(x^{1}, x^{2}, \cdots, x^{m+1}\right)\right)={ }^{t}\left(1, x^{1}, x^{2} \cdots, x^{m+1}\right), \\
& q\left({ }^{t}\left(v^{0}, v^{1}, \cdots, v^{m+1}\right)\right)={ }^{t}\left(\frac{v^{1}}{v^{0}}, \frac{v^{2}}{v^{0}}, \cdots, \frac{v^{m+1}}{v^{0}}\right) .
\end{aligned}
$$

Then every element $\gamma \in G$ corresponds to a map $\tilde{\gamma} \in \operatorname{Conf}\left(\mathbb{S}^{m}\right)$ defined to be

$$
\tilde{\gamma}(x)=p(\gamma \cdot q(x)) \quad \text { for } x \in \mathbb{S}^{m} .
$$

We write the matrix representation of $\gamma \in G$ in terms of the standard basis of $\mathbb{L}^{m+2} \simeq \mathbb{R}^{m+1} \times \mathbb{R}$ as

$$
\left(\begin{array}{cccc}
\theta & c_{1} & \cdots & c_{m+1} \\
b^{1} & a_{1}^{1} & \cdots & a^{1}{ }_{m+1} \\
\vdots & \vdots & \ddots & \vdots \\
b^{m+1} & a^{m+1} & \cdots & a^{m+1}{ }_{m+1}
\end{array}\right)=\left(\begin{array}{cc}
\theta & c \\
b & a
\end{array}\right)
$$

and we identify $\gamma$ with this matrix. By the natural embedding

$$
S O(m+1) \ni S \rightarrow\left(\begin{array}{ll}
1 & 0 \\
0 & S
\end{array}\right) \in G
$$

we regard $S O(m+1)$ as a subgroup of $G$. Then, $\gamma^{-1}$ has the expression

$$
\gamma^{-1}=\left(\begin{array}{cccc}
\theta & -b^{1} & \cdots & -b^{m+1} \\
-c_{1} & a^{1}{ }_{1} & \cdots & a^{m+1}{ }_{1} \\
\vdots & \vdots & \ddots & \vdots \\
-c_{m+1} & a^{1}{ }_{m+1} & \cdots & a^{m+1}{ }_{m+1}
\end{array}\right)=\left(\begin{array}{cc}
\theta & -t b \\
-{ }^{t} c & { }^{t} a
\end{array}\right) .
$$

It holds that

$$
\langle\gamma v, w\rangle_{\mathbb{L}^{m+2}}=\left\langle v, \gamma^{-1} w\right\rangle_{\mathbb{L}^{m+2}}
$$

for any $v, w \in \mathbb{L}^{m+2}$. Equations $\gamma \gamma^{-1}=\gamma^{-1} \gamma=I_{m+2}$ are interpreted as

$$
\left\{\begin{array}{l}
\theta^{2}-|b|^{2}=1, \quad \theta^{2}-|c|^{2}=1  \tag{3.1}\\
\theta c-{ }^{t} b a=0, \quad \theta b-{ }^{t} c a=0 \\
{ }^{t} a a-{ }^{t} c c=I_{m+1}, \quad a^{t} a-b^{t} b=I_{m+1}
\end{array}\right.
$$

From these relations, we know that $\theta \geq 1$ and that $\gamma \in S O(m+1)$ if and only if $\theta=1$. On the other hand, the map $\tilde{\gamma}$ is represented as

$$
\tilde{\gamma}(x)=\frac{1}{c x+\theta}\left(\begin{array}{c}
a_{A}^{1} x^{A}+b^{1}  \tag{3.2}\\
\vdots \\
a^{m+1}{ }_{A} x^{A}+b^{m+1}
\end{array}\right)
$$

where $c x={ }^{t} c \cdot x=\sum_{j=1}^{n+1} c_{j} x^{j}$. Since $\tilde{\gamma}$ is a sphere-valued map, we have

$$
\begin{equation*}
|a x+b|^{2}=(c x+\theta)^{2} \quad \text { for } x \in \mathbb{S}^{m} \tag{3.3}
\end{equation*}
$$

In this section, we use the notations,

$$
a^{A}={ }^{t}\left(a_{1}^{A}, \cdots, a_{m+1}^{A}\right), \quad a_{A}=\left(a_{A}^{1}, \cdots, a^{m+1}{ }_{A}\right) .
$$

By using (3.1), it is easy to check

$$
\begin{equation*}
\tilde{\gamma}^{*} g_{\mathbb{S}^{m}}=\frac{1}{(c x+\theta)^{2}} g_{\mathbb{S}^{m}} \tag{3.4}
\end{equation*}
$$

Let $\mathbb{H}^{m+1}$ be the $(m+1)$-dimensional hyperbolic space given by

$$
\mathbb{H}^{m+1}=\left\{{ }^{t}\left(x^{0}, \cdots, x^{m+1}\right) \in \mathbb{R}^{m+2} \mid-\left(x^{0}\right)^{2}+\sum_{j=1}^{m+1}\left(x^{j}\right)^{2}=-1\right\} .
$$

We define a map $\pi_{G}: G \rightarrow \mathbb{H}^{m+1}$ to be

$$
\pi_{G}\left(\left(\begin{array}{ll}
\theta & b \\
c & a
\end{array}\right)\right)=\binom{\theta}{c}
$$

Note that $\pi_{G}^{-1}\left({ }^{t}(\theta, c)\right)$ is compact for any ${ }^{t}(\theta, c) \in \mathbb{H}^{m+1}$.
We need a special type of vector fields on spheres.

Definition 3.2 (Conformal vector field) A vector field $V \in C^{\infty}\left(T \mathbb{S}^{m}\right)$ is said to be conformal if there exists a one-parameter family $\left(\varphi_{t}\right)_{t \in I}, I=(-\epsilon, \epsilon)$, of conformal diffeomorphisms of $\mathbb{S}^{m}$ satisfying

$$
V(x)=\left.\frac{d}{d t} \varphi_{t}(x)\right|_{t=0} \quad \text { for any } x \in \mathbb{S}^{m}
$$

The next lemma gives us typical examples of conformal vector fields.
Lemma 3.2 Let $f$ be the restriction to $\mathbb{S}^{m}$ of a linear function on $\mathbb{R}^{m+1}$ : namely

$$
f(x)=z \cdot x \quad \text { for a fixed point } z \in \mathbb{R}^{m+1}
$$

where $\cdot$ is the Euclidean scalar product in $\mathbb{R}^{m+1}$. Then $\nabla_{\mathbb{S}^{m}} f$ is a conformal vector field.

Proof. First we prove the lemma for the case $z=\boldsymbol{e}_{m+1}=(0, \cdots, 0,1)$. Let $\pi: \mathbb{S}^{m} \rightarrow \mathbb{R}^{m}$ be the stereographic projection from the north pole. Then,

$$
\pi\left(x^{1}, \cdots, x^{m+1}\right)=\left(\xi^{1}, \cdots, \xi^{m}\right), \quad \text { where } \quad \xi^{\alpha}=\frac{x^{\alpha}}{1-x^{m+1}} \quad \text { for } 1 \leq \alpha \leq m
$$

The inverse mapping is as follows.

$$
\begin{aligned}
& \pi^{-1}\left(\xi^{1}, \cdots, \xi^{m}\right)=\left(x^{1}, \cdots, x^{m+1}\right) \\
\text { where } & x^{\alpha}=\frac{2 \xi^{\alpha}}{1+|\xi|^{2}} \quad \text { for } 1 \leq \alpha \leq m, \quad x^{m+1}=\frac{|\xi|^{2}-1}{|\xi|^{2}+1} .
\end{aligned}
$$

For $t \in \mathbb{R}$, we define a map $h_{t}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ to be

$$
h_{t}(\xi)=e^{t} \xi \text { for } \xi \in \mathbb{R}^{m},
$$

and a map $H_{t}: \mathbb{S}^{m} \rightarrow \mathbb{S}^{m}$ to be

$$
H_{t}(x)=\left(\pi^{-1} \circ h_{t} \circ \pi\right)(x) .
$$

We can show that $H_{t}$ is a conformal diffeomorphism of $\mathbb{S}^{m}$ for any $t \in \mathbb{R}$. The components of $H_{t}$ are given precisely by

$$
\begin{aligned}
& H_{t}^{\alpha}(x)=\frac{2 e^{t} x^{\alpha}}{\left(e^{2 t}-1\right) x^{m+1}+e^{2 t}+1} \text { for } 1 \leq \alpha \leq m, \\
& H_{t}^{m+1}(x)=\frac{\left(e^{2 t}+1\right) x^{m+1}+e^{2 t}-1}{\left(e^{2 t}-1\right) x^{m+1}+e^{2 t}+1}
\end{aligned}
$$

By a direct calculation, we obtain

$$
\begin{align*}
\left.\frac{d}{d t} H_{t}(x)\right|_{t=0} & ={ }^{t}\left(-x^{1} x^{m+1}, \cdots,-x^{m} x^{m+1}, 1-\left(x^{m+1}\right)^{2}\right) \\
& =\boldsymbol{e}_{m+1}-x^{m+1}\left(x^{1}, \cdots, x^{m+1}\right)  \tag{3.5}\\
& =\boldsymbol{e}_{m+1}-\left(\boldsymbol{e}_{m+1} \cdot x\right) x
\end{align*}
$$

Next we proceed to the general case. If $z=0$, take $\phi_{t}=\operatorname{id}_{\mathbb{S}^{m}}$ for any $t \in \mathbb{R}$. If $z \neq 0$, then there exists an $(m+1) \times(m+1)$ orthogonal matrix $Q$ satisfying $Q \boldsymbol{e}_{m+1}=z /|z|$. We define a map $\varphi_{t}: \mathbb{S}^{m} \rightarrow \mathbb{S}^{m}$ to be

$$
\varphi_{t}(x)=Q H_{|z| t}\left(Q^{-1} x\right) \quad \text { for } t \in \mathbb{R} .
$$

Then $\varphi_{t}$ is a conformal diffeomorphism of $\mathbb{S}^{m}$ for any $t \in \mathbb{R}$. From (3.5) we have

$$
\begin{aligned}
\left.\frac{d}{d t} \varphi_{t}(x)\right|_{t=0} & =|z| Q\left(\boldsymbol{e}_{m+1}-\left(\boldsymbol{e}_{m+1} \cdot Q^{-1} x\right) Q^{-1} x\right) \\
& =|z|\left(\frac{z}{|z|}-\left(Q \boldsymbol{e}_{m+1} \cdot x\right) x\right) \\
& =z-(z \cdot x) x=\nabla_{\mathbb{S}^{m}} f
\end{aligned}
$$

Consequently $\nabla_{\mathbb{S}^{m}} f$ is a conformal vector field.

## §3.2 Energies of smooth harmonic maps between spheres

Let us deal with energies of smooth harmonic maps between spheres. First, we show that, if a source manifold is $\mathbb{S}^{2}$, then the energy of a smooth harmonic map is invariant under any conformal action (see Theorem 3.1 below). Though we will not use this theorem in this monograph, it is very interesting to compare the case of $\mathbb{S}^{2}$ with those of $\mathbb{S}^{m}, m \geq 3$ (see Theorem 3.2 below).

Remark 3.1 If $\gamma$ belongs to $S O(m+1)$, then it holds that

$$
\mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right)=\mathbf{E}\left(u_{0}\right)
$$

for any $\gamma \in S O(m+1)$.
A stronger result holds if $m=2$.
Theorem 3.1 Let $u_{0} \in C^{\infty}\left(\mathbb{S}^{2}, \mathbb{S}^{n}\right)$ be a harmonic map. Then the Dirichlet energy is invariant under the composition of $u_{0}$ and $\tilde{\gamma}$ for any $\gamma \in G$, that is,

$$
\mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right)=\mathbf{E}\left(u_{0}\right) \quad \text { for any } \gamma \in G .
$$

Remark 3.2 In this theorem, it is not essential that the target manifold is a sphere. The same conclusion holds if we take any two-dimensional compact Riemannian manifold as a source manifold instead of $\mathbb{S}^{2}$.

Proof. For any $\gamma \in G$, there exists a function $f \in C^{\infty}\left(\mathbb{S}^{2}\right)$ satisfying

$$
\tilde{\gamma}^{*} g_{\mathbb{S}^{2}}=e^{f} g_{\mathbb{S}^{2}}
$$

See (3.4) for the precise expression of $f$. Let $\left(\xi^{1}, \xi^{2}\right)$ be a local coordinate system on $\mathbb{S}^{2}$ and $\left(y^{1}, \cdots, y^{n}\right)$ on $\mathbb{S}^{n}$. It holds that

$$
e^{f} g_{\alpha \beta}=g_{\sigma \tau} \frac{\partial \tilde{\gamma}^{\sigma}}{\partial \xi^{\alpha}} \frac{\partial \tilde{\gamma}^{\tau}}{\partial \xi^{\beta}}, \quad e^{-f} g^{\alpha \beta}=g^{\sigma \tau} \frac{\partial \tilde{\gamma}^{\alpha}}{\partial \xi^{\sigma}} \frac{\partial \tilde{\gamma}^{\beta}}{\partial \xi^{\tau}} .
$$

Therefore the energy density $\left|d\left(u_{0} \circ \tilde{\gamma}\right)\right|^{2}$ is

$$
\begin{aligned}
\left|d\left(u_{0} \circ \tilde{\gamma}\right)\right|^{2} & =g^{\alpha \beta} h_{i j}\left(u_{0} \circ \tilde{\gamma}\right) \frac{\partial}{\partial x^{\alpha}}\left(u_{0}^{i} \circ \tilde{\gamma}\right) \frac{\partial}{\partial x^{\beta}}\left(u_{0}^{j} \circ \tilde{\gamma}\right) \\
& =g^{\alpha \beta} h_{i j}\left(u_{0} \circ \tilde{\gamma}\right) \frac{\partial u_{0}^{i}}{\partial x^{\sigma}} \circ \tilde{\gamma} \frac{\partial \tilde{\gamma}^{\sigma}}{\partial x^{\alpha}} \frac{\partial u_{0}^{j}}{\partial x^{\tau}} \circ \tilde{\gamma} \frac{\partial \tilde{\gamma}^{\tau}}{\partial x^{\beta}} \\
& =e^{-f} g^{\sigma \tau} h_{i j}\left(u_{0} \circ \tilde{\gamma}\right) \frac{\partial u_{0}^{i}}{\partial x^{\sigma}} \circ \tilde{\gamma} \frac{\partial u_{0}^{j}}{\partial x^{\tau}} \circ \tilde{\gamma} \\
& =e^{-f}\left|d u_{0}\right|^{2} \circ \tilde{\gamma} .
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
\tilde{\gamma}^{*} \operatorname{vol}_{\mathbb{S}^{2}} & =\sqrt{\operatorname{det}\left(g_{\alpha \beta} \frac{\partial \tilde{\gamma}^{\alpha}}{\partial x^{\sigma}} \frac{\partial \tilde{\gamma}^{\beta}}{\partial x^{\tau}}\right)} d x^{1} \wedge d x^{2} \\
& =\sqrt{\operatorname{det}\left(e^{f} g_{\sigma \tau}\right)} d x^{1} \wedge d x^{2} \\
& =e^{f} \text { vol }_{\mathbb{S}^{2}} .
\end{aligned}
$$

Consequently we obtain the desired result.

On the other hand, if the source manifold is $\mathbb{S}^{m}, m \geq 3$, then we have the following theorem.

Theorem 3.2 Let $u_{0} \in C^{\infty}\left(\mathbb{S}^{m}, \mathbb{S}^{n}\right)$ be a harmonic map with $m \geq 3$. Then the supremum of Dirichlet energies along the $G$-orbit of $u_{0}$ is attained at $u_{0}$, that is,

$$
\begin{equation*}
\mathbf{E}\left(u_{0}\right)=\operatorname{Sup}_{\gamma \in G} \mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right) . \tag{3.6}
\end{equation*}
$$

Moreover, if $u_{0}$ is non-constant and if $\gamma \in G$ satisfies

$$
\mathbf{E}\left(u_{0}\right)=\mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right),
$$

then $\gamma \in S O(m+1)$.
Remark 3.3 It is not trivial that the supremum of energies in $G$-orbit of $u_{0}$ is attained, because $G$ is non-compact. Theorem 3.2 shows that, if $m \geq 3$ and if $u_{0} \in C^{\infty}\left(\mathbb{S}^{m}, \mathbb{S}^{n}\right)$ is a non-constant harmonic map, $S O(m+1)$ is the largest subgroup of $G$ whose action preserves the Dirichlet energy of $u_{0}$.

The proof of Theorem 3.2 will be given at the end of this chapter. First, we give the precise representation of $\mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right)$.

Lemma 3.3 Let $u_{0} \in C^{\infty}\left(\mathbb{S}^{m}, \mathbb{S}^{n}\right)$ be an arbitrary map. Then for any $\gamma \in G$, we have

$$
\begin{equation*}
\mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right)=\frac{1}{2} \int_{\mathbb{S}^{m}} \frac{1}{(c x+\theta)^{2}}\left|d u_{0}\right|^{2} \circ \tilde{\gamma} d \operatorname{vol}_{\mathbb{S}^{m}}(x) \tag{3.7}
\end{equation*}
$$

where $\pi_{G}(\gamma)={ }^{t}(\theta, c)$.
Proof. For any $p \in \mathbb{S}^{m}$, let $\left\{\boldsymbol{f}_{1}, \cdots, \boldsymbol{f}_{m}\right\}$ be a local orthonormal frame of $T \mathbb{S}^{m}$ around $p$. It follows from (3.4) that

$$
\left(\tilde{\gamma}^{*} g_{\mathbb{S}^{m}}\right)\left(\boldsymbol{f}_{\alpha}, \boldsymbol{f}_{\beta}\right)=\frac{1}{(c x+\theta)^{2}} g_{\mathbb{S}^{m}}\left(\boldsymbol{f}_{\alpha}, \boldsymbol{f}_{\beta}\right)=\frac{1}{(c x+\theta)^{2}} \delta_{\alpha \beta} .
$$

On the other hand we have

$$
\left(\tilde{\gamma}^{*} g_{\mathbb{S}^{m}}\right)\left(\boldsymbol{f}_{\alpha}, \boldsymbol{f}_{\beta}\right)=g_{\mathbb{S}^{m}}\left(d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right), d \tilde{\gamma}\left(\boldsymbol{f}_{\beta}\right)\right) .
$$

Therefore, $\left\{(c x+\theta) d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right\}_{\alpha=1}^{m}$ is a local orthonormal frame of $T \mathbb{S}^{m}$ around $\tilde{\gamma}(p)$. Thus it holds that

$$
\begin{aligned}
\left|d\left(u_{0} \circ \tilde{\gamma}\right)\right|^{2} & =\sum_{\alpha=1}^{m} h\left(d\left(u_{0} \circ \tilde{\gamma}\right)\left(\boldsymbol{f}_{\alpha}\right), d\left(u_{0} \circ \tilde{\gamma}\right)\left(\boldsymbol{f}_{\alpha}\right)\right) \\
& =\sum_{\alpha=1}^{m} h\left(d u_{0}\left(d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right), d u_{0}\left(d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right)\right. \\
& =\frac{1}{(c x+\theta)^{2}} \sum_{\alpha=1}^{m} h\left(d u_{0}\left((c x+\theta) d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right), d u_{0}\left((c x+\theta) d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right)\right) \\
& =\frac{1}{(c x+\theta)^{2}}\left|d u_{0}\right|^{2} \circ \tilde{\gamma}
\end{aligned}
$$

Consequently, we have the desired result.

Lemma 3.4 Let $u_{0} \in C^{\infty}\left(\mathbb{S}^{m}, \mathbb{S}^{n}\right)$ be an arbitrary map with $m \geq 3$. Then for any $\epsilon>0$, there exists a compact set $K \subset G$ satisfying

$$
\mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right)<\epsilon \quad \text { for any } \gamma \in G \backslash K
$$

Remark 3.4 From this lemma, we know that the supremum of $\mathbf{E}$ on the $G$-orbit of $u_{0}$ is attained.

Proof. By Lemma 3.3, we know the estimate

$$
\begin{equation*}
\mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right) \leq \frac{1}{2} \operatorname{Sup}_{\mathbb{S}^{m}}\left|d u_{0}\right|^{2} \int_{\mathbb{S}^{m}} \frac{1}{(c x+\theta)^{2}} d \operatorname{vol}_{\mathbb{S}^{m}}(x) \tag{3.8}
\end{equation*}
$$

Since $\pi_{G}^{-1}\left({ }^{t}(\theta, c)\right)$ is compact for any ${ }^{t}(\theta, c) \in \mathbb{H}^{m+1}$, it suffices to show that the last integral in (3.8) tends to 0 as $|c| \rightarrow \infty$.

Put $\rho=|c|$. Then we have $\theta=\sqrt{\rho^{2}+1}$ by (3.1). Choose the geodesic coordinate system of $\mathbb{S}^{m}$ centered at $-c /|c| \in \mathbb{S}^{m}$, say $(r, \sigma), r \in[0, \pi), \sigma \in$ $\mathbb{S}^{m-1}$. Then, $g_{\mathbb{S}^{m-1}}$ has the form

$$
g_{\mathbb{S} m}=d r \otimes d r+\left(\sin ^{2} r\right) g_{\mathbb{S} m-1}
$$

In terms of this coordinate system, we have

$$
\begin{aligned}
\int_{\mathbb{S}^{m}} \frac{1}{(c x+\theta)^{2}} d \mathrm{vol}_{\mathbb{S}^{m}} & =\int_{0}^{\pi} \int_{\mathbb{S}^{m-1}} \frac{(\sin r)^{m-1}}{(\theta-\rho \cos r)^{2}} d \operatorname{vol}_{\mathbb{S}^{m-1}} d r \\
& =\omega_{m-1} \int_{0}^{\pi} \frac{(\sin r)^{m-1}}{(\theta-\rho \cos r)^{2}} d r .
\end{aligned}
$$

Take a small constant $\delta>0$, which will be determined later. We estimate the integral by dividing the interval of integration into $[0, \delta]$ and $[\delta, \pi]$. If $\rho \geq 1$, then each integral is dominated as

$$
\begin{aligned}
\int_{0}^{\delta} \frac{(\sin r)^{m-1}}{(\theta-\rho \cos r)^{2}} d r & \leq(\sin \delta)^{m-2} \int_{0}^{\delta} \frac{\sin r}{(\theta-\rho \cos r)^{2}} d r \\
& =\frac{(\sin \delta)^{m-2}}{\rho}\left(\frac{1}{\theta-\rho}-\frac{1}{\theta-\rho \cos \delta}\right) \\
& \leq \frac{(\sin \delta)^{m-2}}{\rho}\left(\sqrt{\rho^{2}+1}+\rho\right) \\
& \leq(1+\sqrt{2})(\sin \delta)^{m-2}
\end{aligned}
$$

$$
\begin{aligned}
\int_{\delta}^{\pi} \frac{(\sin r)^{m-1}}{(\theta-\rho \cos r)^{2}} d r & \leq \int_{\delta}^{\pi} \frac{\sin r}{(\theta-\rho \cos r)^{2}} d r \\
& \leq \frac{1}{\rho}\left(\frac{1}{\theta-\rho \cos \delta}-\frac{1}{\theta+\rho}\right) \\
& \leq \frac{1}{\rho} \frac{\sqrt{\rho^{2}+1}+\rho \cos \delta}{1+\rho^{2} \sin ^{2} \delta} \\
& \leq \frac{1+\sqrt{2}}{1+\rho^{2} \sin ^{2} \delta} .
\end{aligned}
$$

We fix a small positive number $\delta>0$ satisfying

$$
(1+\sqrt{2})(\sin \delta)^{m-2}<\frac{\epsilon}{2}
$$

and a positive large number $\rho_{0} \geq 1$ satisfying

$$
\frac{1+\sqrt{2}}{1+\rho_{0}^{2} \sin ^{2} \delta}<\frac{\epsilon}{2} .
$$

Then it holds that

$$
\int_{0}^{\pi} \frac{(\sin r)^{m-1}}{(\theta-\rho \cos r)^{2}} d r<\epsilon
$$

provided that $\rho \geq \rho_{0}$. This completes the proof.

We need a precise expression of the tension field of a composition map.
Lemma 3.5 Let $u_{0} \in C^{\infty}\left(\mathbb{S}^{m}, \mathbb{S}^{n}\right)$ and $\gamma \in G$. Then the tension field of $u_{0} \circ \tilde{\gamma}$ is given by

$$
\tau\left(u_{0} \circ \tilde{\gamma}\right)=d u_{0}(\tau(\tilde{\gamma}))+\operatorname{trace}\left(\left(\nabla d u_{0}\right)(d \tilde{\gamma}, d \tilde{\gamma})\right)
$$

Proof. Let $\left\{\boldsymbol{f}_{\alpha}\right\}_{\alpha=1}^{m}$ be a local orthonormal frame of $T \mathbb{S}^{m}$. Then we have

$$
\begin{aligned}
\tau\left(u_{0} \circ \tilde{\gamma}\right) & =\left(\nabla_{\boldsymbol{f}_{\alpha}} d\left(u_{0} \circ \tilde{\gamma}\right)\right)\left(\boldsymbol{f}_{\alpha}\right) \\
& =\nabla_{\boldsymbol{f}_{\alpha}}\left(d\left(u_{0} \circ \tilde{\gamma}\right)\left(\boldsymbol{f}_{\alpha}\right)\right)-d\left(u_{0} \circ \tilde{\gamma}\right)\left(\nabla_{\boldsymbol{f}_{\alpha}} \boldsymbol{f}_{\alpha}\right) \\
& =\nabla_{\boldsymbol{f}_{\alpha}}\left(d u_{0}\left(d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right)\right)-d u_{0}\left(d \tilde{\gamma}\left(\nabla_{\boldsymbol{f}_{\alpha}} \boldsymbol{f}_{\alpha}\right)\right) \\
& =\left(\nabla_{d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)} d u_{0}\right)\left(d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right)+d u_{0}\left(\nabla_{\boldsymbol{f}_{\alpha}}\left(d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right)\right)-d u_{0}\left(d \tilde{\gamma}\left(\nabla_{\boldsymbol{f}_{\alpha}} \boldsymbol{f}_{\alpha}\right)\right) \\
& =\left(\nabla_{d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)} d u_{0}\right)\left(d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right)+d u_{0}\left(\left(\nabla_{\boldsymbol{f}_{\alpha}} d \tilde{\gamma}\right)\left(\boldsymbol{f}_{\alpha}\right)\right) \\
& =d u_{0}(\tau(\tilde{\gamma}))+\operatorname{trace}\left(\left(\nabla d u_{0}\right)(d \tilde{\gamma}, d \tilde{\gamma})\right) .
\end{aligned}
$$

To compute the tension field of $u_{0} \circ \tilde{\gamma}$, we calculate that of $\tilde{\gamma}$. First, we compute the energy density of $\tilde{\gamma}$.

Lemma 3.6 If $\gamma \in G$ is given by the matrix

$$
\left(\begin{array}{ll}
\theta & c \\
b & a
\end{array}\right)
$$

then the energy density of $\tilde{\gamma}$ is given by

$$
|d \tilde{\gamma}|^{2}(x)=\frac{m}{(c x+\theta)^{2}} .
$$

in the standard coordinate system of $\mathbb{R}^{m+1}$.
Proof. Let $\left\{\boldsymbol{f}_{1}, \cdots, \boldsymbol{f}_{m}\right\}$ be an orthonormal basis of $T_{x} \mathbb{S}^{m}$. It follows from (3.4) that

$$
\left(\tilde{\gamma}^{*} g_{\mathbb{S}^{m}}\right)_{x}\left(\boldsymbol{f}_{\alpha}, \boldsymbol{f}_{\beta}\right)=\frac{1}{(c x+\theta)^{2}} \delta_{\alpha \beta} .
$$

On the other hand, it holds that

$$
\left(\tilde{\gamma}^{*} g_{\mathbb{S}^{m}}\right)_{x}\left(\boldsymbol{f}_{\alpha}, \boldsymbol{f}_{\beta}\right)=\left(g_{\mathbb{S}^{m}}\right)_{\tilde{\gamma}(x)}\left(d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right), d \tilde{\gamma}\left(\boldsymbol{f}_{\beta}\right)\right) .
$$

Therefore $\left\{(c x+\theta) d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right\}_{\alpha=1}^{m}$ is an orthonormal basis of $T_{\tilde{\gamma}(x)} \mathbb{S}^{m}$, and we have

$$
\begin{aligned}
|d \tilde{\gamma}|^{2}(x) & =\sum_{\alpha=1}^{m}\left(g_{\mathbb{S}^{m}}\right)_{\tilde{\gamma}(x)}\left(d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right), d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right) \\
& =\frac{1}{(c x+\theta)^{2}} \sum_{\alpha=1}^{m}\left(g_{\mathbb{S}^{m}}\right)_{\tilde{\gamma}(x)}\left((c x+\theta) d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right),(c x+\theta) d \tilde{\gamma}\left(\boldsymbol{f}_{\alpha}\right)\right) \\
& =\frac{m}{(c x+\theta)^{2}} .
\end{aligned}
$$

We calculate the tension field of $\tilde{\gamma}$.
Lemma 3.7 If $\gamma \in G$ is given by the matrix

$$
\left(\begin{array}{ll}
\theta & b \\
c & a
\end{array}\right),
$$

then the tension field of $\tilde{\gamma}$ is given by

$$
\tau(\tilde{\gamma})^{i}(x)=\frac{m-2}{c x+\theta}\left\{\frac{(c x) b^{i}-\theta\left(a^{i} x\right)}{c x+\theta}+\frac{a^{i} x+b^{i}}{(c x+\theta)^{2}}\right\}
$$

in the standard coordinate system of $\mathbb{R}^{m+1}$.

Proof. It follows from (1.3) and Lemma 3.6 that

$$
\begin{aligned}
\tau(\tilde{\gamma}) & =\Delta_{\mathbb{S}^{m}} \tilde{\gamma}+|d \tilde{\gamma}|^{2} \tilde{\gamma} \\
& =\Delta_{\mathbb{S}^{m}} \tilde{\gamma}+\frac{m}{(c x+\theta)^{2}} \tilde{\gamma}
\end{aligned}
$$

Using an elementary relation

$$
\operatorname{grad}_{\mathbb{S}^{m}} x^{j}=\boldsymbol{e}_{j}-x^{j} x,
$$

and (3.1) we have

$$
\Delta_{\mathbb{S} m} \tilde{\gamma}^{i}=-(m-2) \frac{a^{i} x}{c x+\theta}+(m-2)(c x) \frac{a^{i} x+b^{i}}{(c x+\theta)^{2}}-2 \frac{a^{i} x+b^{i}}{(c x+\theta)^{3}} .
$$

Consequently, we can verify

$$
\begin{aligned}
\tau(\tilde{\gamma})^{i} & =\frac{m-2}{c x+\theta}\left\{-a^{i} x+(c x) \frac{a^{i} x+b^{i}}{c x+\theta}+\frac{a^{i} x+b^{i}}{(c x+\theta)^{2}}\right\} \\
& =\frac{m-2}{c x+\theta}\left\{\frac{(c x) b^{i}-\theta\left(a^{i} x\right)}{c x+\theta}+\frac{a^{i} x+b^{i}}{(c x+\theta)^{2}}\right\} .
\end{aligned}
$$

Making use of the following lemma, we obtain a very useful expression of the tension field of $\tilde{\gamma}$ (see (3.9) below).

Lemma 3.8 If $\gamma \in G$ is given by the matrix

$$
\left(\begin{array}{ll}
\theta & c \\
b & a
\end{array}\right)
$$

then for the vector field $V_{\gamma}(x)=\nabla_{\mathbb{S}^{m}}(c x)$ on $\mathbb{S}^{m}$, it holds that

$$
d \tilde{\gamma}\left(V_{\gamma}\right)^{i}=\frac{(c x) b^{i}-\theta\left(a^{i} x\right)}{c x+\theta}+\frac{a^{i} x+b^{i}}{(c x+\theta)^{2}} .
$$

Proof. The assertion follows from (3.2) and $d x^{j}\left(V_{\gamma}\right)=c_{j}-(c x) x^{j}$, that is,

$$
\begin{aligned}
d \tilde{\gamma}\left(V_{\gamma}\right)^{i} & =\left\{\frac{a^{i}{ }_{j}}{c x+\theta} d x^{j}-\frac{a^{i} x+b^{i}}{(c x+\theta)^{2}} c_{j} d x^{j}\right\}\left(V_{\gamma}\right) \\
& =\frac{a^{i} c-(c x)\left(a^{i} x\right)}{c x+\theta}-\frac{\left(|c|^{2}-(c x)^{2}\right)\left(a^{i} x+b^{i}\right)}{(c x+\theta)^{2}} \\
& =\frac{\theta b^{i}-(c x)\left(a^{i} x\right)}{c x+\theta}-\frac{\left(-1+\theta^{2}-(c x)^{2}\right)\left(a^{i} x+b^{i}\right)}{(c x+\theta)^{2}}
\end{aligned}
$$

$$
=\frac{(c x) b^{i}-\theta\left(a^{i} x\right)}{c x+\theta}+\frac{a^{i} x+b^{i}}{(c x+\theta)^{2}} .
$$

Here we have used (3.1) in the second and third equalities.
Combining Lemma 3.7 with Lemma 3.8, we have

$$
\begin{equation*}
\tau(\tilde{\gamma})=\frac{m-2}{c x+\theta} d \tilde{\gamma}\left(V_{\gamma}\right) \tag{3.9}
\end{equation*}
$$

Proof of Theorem 3.2. Let $u_{0} \in C^{\infty}\left(\mathbb{S}^{m}, \mathbb{S}^{n}\right)$ be a harmonic map. Since (3.6) holds trivially if $u_{0}$ is a constant map, assume that $u_{0}$ is non-constant. From Theorem 3.4, there exists a $\gamma \in G$ satisfying

$$
\begin{equation*}
\mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right)=\operatorname{Max}_{\gamma^{\prime} \in G} \mathbf{E}\left(u_{0} \circ \tilde{\gamma^{\prime}}\right) . \tag{3.10}
\end{equation*}
$$

We assume that $\gamma \notin S O(m+1)$. Let the matrix expression of $\gamma$ be

$$
\left(\begin{array}{ll}
\theta & b \\
c & a
\end{array}\right) .
$$

Lemma 3.5 gives us

$$
\begin{aligned}
\tau\left(u_{0} \circ \tilde{\gamma}\right) & =d u_{0}(\tau(\tilde{\gamma}))+\operatorname{trace}\left(\left(\nabla \mathrm{du}_{0}\right)(\mathrm{d} \tilde{\gamma}, \mathrm{~d} \tilde{\gamma})\right) \\
& =d u_{0}\left(\frac{m-2}{c x+\theta} d \tilde{\gamma}\left(V_{\gamma}\right)\right)+\frac{1}{(c x+\theta)^{2}} \tau\left(u_{0}\right) \circ \tilde{\gamma} \\
& =\frac{m-2}{c x+\theta} d u_{0}\left(d \tilde{\gamma}\left(V_{\gamma}\right)\right),
\end{aligned}
$$

because $u_{0}$ is a harmonic map. Since $V_{\gamma}$ is a conformal vector field on $\mathbb{S}^{m}$, there exists a one-parameter family of conformal diffeomorphisms $\left(\varphi_{t}\right)_{t \in I}, I=$ $(-\epsilon, \epsilon) \subset \mathbb{R}$, satisfying

$$
\left\{\begin{array}{l}
\varphi_{0}=\mathrm{id}_{\mathbb{S}^{m}} \\
\left.\frac{d \varphi_{t}(x)}{d t}\right|_{t=0}=V_{\gamma}(x)
\end{array}\right.
$$

We note that $\tilde{\gamma} \circ \varphi_{t}$ belongs to $G$ for any $t \in I$, and

$$
\left.\frac{d\left(u_{0} \circ \tilde{\gamma} \circ \varphi_{t}\right)}{d t}\right|_{t=0}=d\left(u_{0} \circ \tilde{\gamma}\right)\left(V_{\gamma}\right)=d u_{0}\left(d \tilde{\gamma}\left(V_{\gamma}\right)\right)
$$

It follows from the first variation formula that

$$
\begin{aligned}
\left.\frac{d}{d t} \mathbf{E}\left(u_{0} \circ \tilde{\gamma} \circ \varphi_{t}\right)\right|_{t=0} & =\int_{\mathbb{S}^{m}}\left\langle\tau\left(u_{0} \circ \tilde{\gamma}\right), d u_{0}\left(d \tilde{\gamma}\left(V_{\gamma}\right)\right)\right\rangle d \mathrm{vol}_{\mathbb{S}^{\mathrm{m}}} \\
& =\int_{\mathbb{S}^{m}} \frac{m-2}{c x+\theta}\left|d u_{0}\left(d \tilde{\gamma}\left(V_{\gamma}\right)\right)\right|^{2} d \mathrm{vol}_{\mathbb{S}^{\mathrm{m}}} .
\end{aligned}
$$

Since $\gamma \notin S O(m+1)$, we have $\theta>1$ and $c \neq 0$. And hence we have

$$
c x+\theta \geq \theta-|c|=\theta-\sqrt{\theta^{2}-1}>0
$$

Since $u_{0}$ is non-constant, $d u_{0}\left(V_{\gamma}\right)$ is not identically equal to 0 . Consequently we have

$$
\left.\frac{d}{d t} \mathbf{E}\left(u_{0} \circ \tilde{\gamma} \circ \varphi_{t}\right)\right|_{t=0}>0
$$

This contradicts (3.10) and yields that $\gamma \in S O(m+1)$. And by Remark 3.1, we know that

$$
\mathbf{E}\left(u_{0}\right)=\mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right) .
$$

And hence we have

$$
\mathbf{E}\left(u_{0}\right)=\operatorname{Max}_{\gamma \in G} \mathbf{E}\left(u_{0} \circ \tilde{\gamma}\right) .
$$

## Chapter 4

## Proof of Main Result

## §4.1 Proof of Theorem 1.9

In this chapter, we shall prove Theorem 1.9. By the results in Chapter 2, we have only to consider a weakly stable stationary harmonic map $u \in$ $W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ satisfying

$$
\operatorname{Sing}(u)=\{0\} \text { and } \frac{\partial u}{\partial r}=0 \text { in } \mathbb{B}^{4} \backslash\{0\} .
$$

Let $u_{0}$ be the restriction of $u$ to $\mathbb{S}^{3}$. Then, $u_{0}: \mathbb{S}^{3} \rightarrow \mathbb{S}^{3}$ is a harmonic map of class $C^{\infty}$. The proof of Theorem 1.9 is now reduced to that of a following simplified version.

Proposition 4.1 Let $u_{0} \in C^{\infty}\left(\mathbb{S}^{3}, \mathbb{S}^{3}\right)$ be a harmonic map such that the extension

$$
u(x)=u_{0}\left(\frac{x}{|x|}\right) \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)
$$

is a weakly stable stationary harmonic map. If $\operatorname{deg}\left(u_{0}\right) \neq 0$, then there exists a $4 \times 4$ constant orthogonal matrix $S$ such that

$$
u_{0}(\omega)=S \omega \quad \text { for } \omega \in \mathbb{S}^{3} .
$$

First we prove an upper bound of the Dirichlet energy of $u_{0}$.
Lemma 4.1 If $u_{0} \in C^{\infty}\left(\mathbb{S}^{3}, \mathbb{S}^{3}\right)$ and $u \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ satisfy the condition in Proposition 4.1 except $\operatorname{deg}\left(u_{0}\right) \neq 0$, we have an inequality

$$
\begin{equation*}
\int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} d \operatorname{vol}_{\mathbb{S}^{3}} \leq 3 \omega_{3}(1-\lambda(u)), \tag{4.1}
\end{equation*}
$$

where $\lambda(u)$ is the number defined in Definition 1.7.

Proof. Since $u$ is weakly stable, we can prove in the same manner as in the proof of Lemma 2.1 that

$$
3 \lambda(u) \int_{\mathbb{B}^{4}} r^{-2}|f|^{2} d x+\int_{\mathbb{B}^{4}}|\nabla u|^{2}|f|^{2} d x \leq 3 \int_{\mathbb{B}^{4}}|\nabla f|^{2} d x
$$

for any $f \in W_{0}^{1,2} \cap L^{\infty}\left(\mathbb{B}^{4}, \mathbb{R}\right)$. Here $r=|x|$. We set $f=\varphi(r)$ where $\varphi$ is an arbitrary function of class $C_{0}^{\infty}(0,1)$. Since $u$ is homogeneous, we have
$3 \lambda(u) \omega_{3} \int_{\mathbb{S}^{3}} r|\varphi|^{2} d r+\left(\int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}}\right)\left(\int_{0}^{1} r|\varphi|^{2} d r\right) \leq 3 \omega_{3} \int_{0}^{1} r^{3}\left|\varphi^{\prime}\right|^{2} d r$.
Therefore it holds that

$$
\frac{1}{3 \omega_{3}} \int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} \operatorname{vol}_{\mathbb{S}^{3}} \leq \frac{\int_{0}^{1} r^{3}\left|\varphi^{\prime}\right|^{2} d r}{\int_{0}^{1} r|\varphi|^{2} d r}-\lambda(u)
$$

for any $\varphi \in C_{0}^{\infty}(0,1)$ which is not identically zero. Since

$$
\operatorname{Inf}_{\varphi \in C_{0}^{\infty}(0,1) \backslash\{0\}} \frac{\int_{0}^{1} r^{3}\left|\varphi^{\prime}\right|^{2} d r}{\int_{0}^{1} r|\varphi|^{2} d r}=1
$$

by Hardy's inequality, we obtain the desired result.

Next we give a lower bound of the Dirichlet energy of $u_{0}$. We introduce some notation. For $p \in \mathbb{S}^{m}$, let $\bar{p}$ be the antipodal point of $p$, that is, $\bar{p}=-p$. We write the stereographic projection from $p \in \mathbb{S}^{m}$ to $T_{\bar{p}} \mathbb{S}^{m}$ as

$$
\pi_{p}: \mathbb{S}^{m} \rightarrow T_{\bar{p}} \mathbb{S}^{m}
$$

where we set $\pi_{p}(p)=\infty$. For $R \geq 1$, let $I_{\bar{p}, R}: T_{\bar{p}} \mathbb{S}^{m} \rightarrow T_{\bar{p}} \mathbb{S}^{m}$ be a dilation, that is,

$$
I_{\bar{p}, R}(v)=R v \quad \text { for } v \in T_{\bar{p}} \mathbb{S}^{m}
$$

And for $p \in \mathbb{S}^{m}$ and $R \geq 1$, we denote $\eta_{p, R}$ the map from $\mathbb{S}^{m}$ to $\mathbb{S}^{m}$ given by

$$
\eta_{p, R}(\omega)=\left(\pi_{p}^{-1} \circ I_{\bar{p}, R} \circ \pi_{p}\right)(\omega) .
$$

For a map $u_{0} \in C^{\infty}\left(\mathbb{S}^{m}, \mathbb{S}^{m}\right)$ we define the map $H: \mathbb{S}^{m} \times[1, \infty) \rightarrow \mathbb{R}^{m+1}$ to be

$$
H(p, R)=\frac{1}{\omega_{m}} \int_{\mathbb{S}^{m}}\left(u_{0} \circ \eta_{p, R}\right)(\omega) d \operatorname{vol}_{\mathbb{S}^{\mathrm{m}}}(\omega)
$$

Here we omit $u_{0}$ for simplicity.
Now, we prove a lemma.
Lemma 4.2 For any $u_{0} \in C^{\infty}\left(\mathbb{S}^{m}, \mathbb{S}^{m}\right)$ such that $\operatorname{deg}\left(u_{0}\right) \neq 0$, there exist a point $p \in \mathbb{S}^{m}$ and a number $R \geq 1$ satisfying $H(p, R)=0$.

Proof. Suppose that

$$
H(p, R) \neq 0 \quad \text { for any } p \in \mathbb{S}^{m} \text { and any } R \geq 1
$$

Then we can define a continuous map $\tilde{H}: \mathbb{S}^{m} \times[1, \infty) \rightarrow \mathbb{S}^{m}$ by $\tilde{H}(p, R)=$ $H(p, R) /|H(p, R)|$. We calculate the values

$$
\tilde{H}(p, 1) \text { and } \tilde{H}(p, \infty)=\lim _{R \rightarrow \infty} \tilde{H}(p, R)
$$

Since

$$
H(p, 1)=\frac{1}{\omega_{m}} \int_{\mathbb{S}^{m}}\left(u_{0} \circ \eta_{p, 1}\right)(\omega) d \operatorname{vol}_{\mathbb{S}^{m}}(\omega)=\frac{1}{\omega_{m}} \int_{\mathbb{S}^{m}} u_{0}(\omega) d \operatorname{vol}_{\mathbb{S}^{m}}(\omega),
$$

$\tilde{H}(\cdot, 1)$ is a constant map, and therefore $\operatorname{deg}(\tilde{H}(\cdot, 1))=0$. Since $\tilde{H}$ is continuous on $\mathbb{S}^{m} \times[1, \infty)$, we have $\operatorname{deg}(H(\cdot, R))=0$ for any $R \in[1, \infty)$. On the other hand, by the Lebesgue convergence theorem, we have

$$
\begin{aligned}
\lim _{R \rightarrow \infty} H(p, R) & =\lim _{R \rightarrow \infty} \frac{1}{\omega_{m}} \int_{\mathbb{S}^{m}}\left(u_{0} \circ \eta_{p, R}\right)(\omega) d \operatorname{vol}_{\mathbb{S}^{m}}(\omega) \\
& =\int_{\mathbb{S}^{m}} u_{0}(p) d \operatorname{vol}_{\mathbb{S}^{m}}(\omega)=u_{0}(p)
\end{aligned}
$$

which implies

$$
\lim _{R \rightarrow \infty} \tilde{H}(p, R)=u_{0}(p) \quad \text { for any } p \in \mathbb{S}^{m}
$$

We now prove that the convergence is uniform with respect to $p \in \mathbb{S}^{m}$. For any $\epsilon>0$, there exists a small constant $\sigma>0$ satisfying

$$
\operatorname{vol}_{\mathbb{S}^{m}\left(\mathbb{D}_{\sigma}(\bar{p})\right)<\frac{\omega_{m}}{4} \epsilon \quad \text { for any } p \in \mathbb{S}^{m}, \text {, }}
$$

where $\mathbb{D}_{\sigma}(\bar{p})$ is the geodesic ball on $\mathbb{S}^{m}$ with center $\bar{p}$ and of radius $\sigma$. Since $u_{0}$ is uniformly continuous on $\mathbb{S}^{m}$, there exists a small constant $\delta>0$ satisfying

$$
\left|u_{0}(p)-u_{0}(q)\right|<\frac{1}{2} \epsilon \quad \text { for any } p, q \in \mathbb{S}^{m} \text { with } \operatorname{dist}_{\mathbb{S}^{m}}(p, q)<\delta
$$

Here, dist $\mathbb{S}^{m}$ is the geodesic distance on $\mathbb{S}^{m}$. For a sufficiently large number $R_{0} \geq 1$, we have

$$
\eta_{p, R}\left(\mathbb{S}^{m} \backslash \mathbb{D}_{\sigma}(\bar{p})\right) \subset \mathbb{D}_{\delta}(p) \text { for any } p \in \mathbb{S}^{m} \text { and any } R \geq R_{0}
$$

Therefore, if $R \geq R_{0}$, then we have

$$
\begin{aligned}
\left|H(p, R)-u_{0}(p)\right| & \leq \frac{1}{\omega_{m}} \int_{\mathbb{S}^{m}}\left|\left(u_{0} \circ \eta_{p, R}\right)(\omega)-u_{0}(p)\right| d \operatorname{vol}_{\mathbb{S}^{m}}(\omega) \\
& \leq \frac{1}{\omega_{m}}\left(\int_{\mathbb{D}_{\sigma}(\bar{p})}+\int_{\mathbb{S}^{m} \backslash \mathbb{D}_{\sigma}(\bar{p})}\right)\left|\left(u_{0} \circ \eta_{p, R}\right)(\omega)-u_{0}(p)\right| d \operatorname{vol}_{\mathbb{S}^{m}}(\omega) \\
& \leq \frac{1}{\omega_{m}} \cdot 2 \cdot \operatorname{vol}_{\mathbb{S}^{m}}\left(\mathbb{D}_{\sigma}(\bar{p})\right)+\frac{1}{\omega_{m}} \cdot \frac{1}{2} \epsilon \cdot \operatorname{vol}_{\mathbb{S}^{m}\left(\mathbb{S}^{m} \backslash \mathbb{D}_{\sigma}(\bar{p})\right)} \\
& \leq \frac{1}{2} \epsilon+\frac{1}{2} \epsilon=\epsilon .
\end{aligned}
$$

Thus, $H(\cdot, R)$ converges to $u_{0}$ uniformly on $\mathbb{S}^{m}$ as $R \rightarrow \infty$, and so does $\tilde{H}(\cdot, R)$. Consequently we obtain

$$
\operatorname{deg}\left(u_{0}\right)=\lim _{R \rightarrow \infty} \operatorname{deg}(\tilde{H}(\cdot, R))=0
$$

This contradicts the assumption $\operatorname{deg}\left(u_{0}\right) \neq 0$.

Proof of Proposition 4.1. By the weak stability, we know $\lambda(u) \geq 0$. We assume that $u$ is strictly stable, that is, $\lambda(u)>0$. By Lemma 2.1, we have

$$
\begin{equation*}
\int_{\mathbb{S}^{m}}\left|\nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}} \leq 3 \omega_{3}(1-\lambda(u)) . \tag{4.2}
\end{equation*}
$$

From Lemma 4.1, there exist $p \in \mathbb{S}^{m}$ and $R \geq 1$ satisfying

$$
\begin{equation*}
\frac{1}{\omega_{3}} \int_{\mathbb{S}^{3}}\left(u_{0} \circ \eta_{p, R}\right)(\omega) d \mathrm{vol}_{\mathbb{S}^{3}}(\omega)=0 \tag{4.3}
\end{equation*}
$$

Since $\eta_{p, R} \in G$ it holds that

$$
\begin{equation*}
\int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}} \geq \int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}}\left(u_{0} \circ \eta_{p, R}\right)\right|^{2}(\omega) d \mathrm{vol}_{\mathbb{S}^{3}}(\omega) \tag{4.4}
\end{equation*}
$$

by Theorem 3.2. And from (4.3) the integral of every component of $u_{0} \circ \eta_{p, R}$ over $\mathbb{S}^{3}$ is equal to 0 . Therefore making use of the Poincaré inequality, we have

$$
\begin{equation*}
\int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}}\left(u_{0} \circ \eta_{p, R}\right)\right|^{2}(\omega) d \operatorname{vol}_{\mathbb{S}^{3}}(\omega) \geq 3 \int_{\mathbb{S}^{3}}\left|\mathrm{u}_{0} \circ \eta_{\mathrm{p}, \mathrm{R}}\right|^{2}(\omega) \operatorname{dvol}_{\mathbb{S}^{3}}=3 \omega_{3} . \tag{4.5}
\end{equation*}
$$

Combining (4.4) and (4.5) we have

$$
\begin{equation*}
\int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} d \text { vol }_{\mathbb{S}^{3}} \geq 3 \omega_{3} \tag{4.6}
\end{equation*}
$$

Since (4.2) contradicts (4.6), $\lambda(u)$ must be equal to 0 . Furthermore, (4.2), (4.4) and (4.5) imply

$$
\int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}}\left(u_{0} \circ \eta_{p, R}\right)\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}}=3 \int_{\mathbb{S}^{3}}\left|u_{0} \circ \eta_{p, R}\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}} .
$$

Let $\mu_{1}<\mu_{2}<\cdots$ be the distinct eigenvalues of $-\Delta_{\mathbb{S}^{3}}$. We note that $\mu_{1}=0$ and $\mu_{2}=3$. Let $V_{j}$ be the eigenspace associated with $\mu_{j}$ and $P_{j}: L^{2}\left(\mathbb{S}^{3}\right) \rightarrow V_{j}$ be the orthogonal projection. Because of (4.3), we have

$$
P_{1}\left(u_{0}^{i} \circ \eta_{p, R}\right)=0 \quad \text { for } 1 \leq i \leq 4
$$

If there exist $1 \leq k \leq 4$ and $l \geq 3$ satisfying

$$
P_{l}\left(u_{0}^{k} \circ \eta_{p, R}\right) \neq 0
$$

then we have

$$
\begin{aligned}
\int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}}\left(u_{0} \circ \eta_{p, R}\right)\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}} & =\sum_{i=1}^{4} \sum_{j=2}^{\infty} \mu_{j} \int_{\mathbb{S}^{3}}\left|P_{j}\left(u^{i} \circ \eta_{p, R}\right)\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}} \\
& >3 \sum_{i=1}^{4} \sum_{j=2}^{\infty} \int_{\mathbb{S}^{3}}\left|P_{j}\left(u^{i} \circ \eta_{p, R}\right)\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}} \\
& =3 \int_{\mathbb{S}^{3}}\left|u_{0} \circ \eta_{p, R}\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}} .
\end{aligned}
$$

This is a contradiction. Therefore it holds that

$$
P_{j}\left(u^{i} \circ \eta_{p, R}\right)=0 \quad \text { for any } 1 \leq i \leq 4 \text { and any } j \geq 3
$$

Since eigenfunctions associated with $\mu_{2}$ are $x^{i}(1 \leq i \leq 4)$, there exists a $4 \times 4$ matrix $S^{\prime}$ depending on $p, R$ such that

$$
u_{0} \circ \eta_{p, R}(\omega)=S^{\prime} \omega \quad \text { for any } \omega \in \mathbb{S}^{3}
$$

And since $u_{0} \circ \eta_{p, R}$ is a sphere-valued map, $S^{\prime}$ must be an orthogonal matrix. Since $S^{\prime} \omega$ and $u_{0}$ are harmonic maps between $\mathbb{S}^{3}$ and itself, we obtain $\eta_{p, R} \in$ $S O(4)$ by Lemma 3.2. Set $S=S^{\prime} \eta_{p, R}^{-1}$, and we have

$$
u_{0}(\omega)=S \omega
$$

for any $\omega \in \mathbb{S}^{3}$.

Remark 4.1 The existence of the sequence $\left\{\rho_{j}\right\}_{j=1}^{\infty}$ and the convergence of the sequence of rescaled maps in Theorem 1.9 follow from Theorem 2.2, Theorem 2.3 and Theorem 2.4.

Remark 4.2 The Dirichlet energy $\mathbf{E}(S x /|x|)$ is independent of $S \in O(4)$ and $S x /|x|$ is an energy minimizing map for every $S \in O(4)$. Therefore it seems to be very difficult to analyze the explicit form of $S$ if we do not know the precise behavior of $u$ around an isolated singular point.

We prove a simple corollary to Theorem 1.9.

Proof of Corollary 1.1. From Theorem 1.2, there exists a neighborhood $U \subset \overline{\mathbb{B}^{4}}$ of $\partial \mathbb{B}^{4}$ where $u$ is continuous. Also, from Theorem 1.8, $\operatorname{Sing}(u) \cap \mathbb{B}^{4}$ is a discrete set. Therefore $\operatorname{Sing}(u)$ is itself a discrete set. A topological argument shows that

$$
d=\operatorname{deg}(\zeta)=\sum_{\xi \in \operatorname{Sing}(u)} \operatorname{deg}(u, \xi) .
$$

Since $\operatorname{deg}(u, \xi)$ is equal to +1 , -1 , or 0 for $\xi \in \operatorname{Sing}(u)$ from Theorem 1.9, we obtain the desired result.

Proof of Corollary 1.2. Let $u \in W_{\zeta}^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ be an energy minimizing map. By the same reason as in the proof of Corollary 1.1, $\operatorname{Sing}(u)$ is non-empty, consists of a finite number of interior points and it holds that

$$
0 \neq \operatorname{deg}(\zeta)=\sum_{\xi \in \operatorname{Sing}(u)} \operatorname{deg}(u, \xi) .
$$

Therefore there exists a singular point $\xi \in \operatorname{Sing}(u)$ around which $\operatorname{deg}(u, \xi)=$ +1 or -1 . From Theorem 1.9, $u$ is not strictly stable.

Next, we prove Theorem 1.10.

Proof of Theorem 1.10. By Smith's result [38], for any $d \in \mathbb{Z}$ there exists a non-constant harmonic map $v_{d} \in C^{\infty}\left(\mathbb{S}^{3}, \mathbb{S}^{3}\right)$ such that $\operatorname{deg}\left(v_{d}\right)=d$. We define
the map $u_{d} \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ to be $u_{d}(x)=v_{d}(x /|x|)$. Then, $u_{d}$ is a weakly harmonic map. We prove that $u_{d}$ satisfies the equation (1.7) of stationary harmonic maps. For small $\epsilon>0$, we define the cut-off function $\chi_{\epsilon}:[0, \infty) \rightarrow \mathbb{R}$ to be

$$
\begin{cases}\chi_{\epsilon}(t)=0 & \text { for } 0 \leq t \leq 2 \epsilon \\ \chi_{\epsilon}(t)=1 & \text { for } t \geq 4 \epsilon \\ \chi_{\epsilon}(t)=\frac{1}{2 \epsilon} t-1 & \text { for } 2 \epsilon \leq t \leq 4 \epsilon\end{cases}
$$

For any $\eta \in C_{0}^{\infty}\left(\mathbb{B}^{4}, \mathbb{R}^{m}\right)$, the support of $\chi_{\epsilon}(r) \eta$ is contained in $\mathbb{B}^{4} \backslash \mathbb{B}_{\epsilon}^{4}(0)$. Since $u$ is continuous on $\mathbb{B}^{4} \backslash \mathbb{B}_{\epsilon}^{4}(0),\left.u\right|_{\mathbb{B}^{4} \backslash \mathbb{B}_{\epsilon}^{4}(0)}$ is a stationary harmonic map (see Remark 1.3). $\chi_{\epsilon} \eta$ belongs to $W_{0}^{1,2} \cap L^{\infty}\left(\mathbb{B}^{4} \backslash \mathbb{B}_{\epsilon}^{4}(0), \mathbb{R}^{4}\right)$, and we can take a $\chi_{\epsilon} \eta$ as a test function in Definition 1.4 by a density argument. Therefore we have

$$
\int_{\mathbb{B}^{4} \backslash \mathbb{D}_{\epsilon}^{4}(0)}\left\{\left|\nabla u_{d}\right|^{2} \operatorname{div}\left(\chi_{\epsilon} \eta\right)-2 \frac{\partial u_{d}^{i}}{\partial x^{\alpha}} \frac{\partial u_{d}^{i}}{\partial x^{\beta}} \frac{\partial}{\partial x^{\beta}}\left(\chi_{\epsilon} \eta^{\alpha}\right)\right\} d x=0 .
$$

The homogeneity of $u_{d}$ implies that

$$
\begin{aligned}
\frac{\partial u_{d}^{i}}{\partial x^{\alpha}} \frac{\partial u_{d}^{i}}{\partial x^{\beta}} \frac{\partial}{\partial x^{\beta}}\left(\chi_{\epsilon} \eta^{\alpha}\right) & =\frac{\partial u_{d}^{i}}{\partial x^{\alpha}} \frac{\partial u_{d}^{i}}{\partial x^{\beta}}\left(\chi_{\epsilon}^{\prime}(r) \frac{x^{\beta}}{r} \eta^{\alpha}+\chi_{\epsilon} \frac{\partial \eta^{\alpha}}{\partial x^{\beta}}\right) \\
& =\chi_{\epsilon} \frac{\partial u_{d}^{i}}{\partial x^{\alpha}} \frac{\partial u_{d}^{i}}{\partial x^{\beta}} \frac{\partial \eta^{\alpha}}{\partial x^{\beta}} .
\end{aligned}
$$

Thus it holds that

$$
\begin{align*}
& \int_{\mathbb{B}^{4} \backslash \mathbb{B}_{\epsilon}^{4}(0)} \chi_{\epsilon}\left\{\left|\nabla u_{d}\right|^{2} \operatorname{div}(\eta)-2 \frac{\partial u_{d}^{i}}{\partial x^{\alpha}} \frac{\partial u_{d}^{i}}{\partial x^{\beta}} \frac{\partial \eta^{\alpha}}{\partial x^{\beta}}\right\} d x \\
= & -\int_{\mathbb{B}_{4 \epsilon}^{4}(0) \backslash \mathbb{B}_{2 \epsilon}^{4}(0)}\left|\nabla u_{d}\right|^{2} \frac{1}{2 \epsilon} \frac{x}{r} \cdot \eta d x  \tag{4.7}\\
= & -\frac{1}{2 \epsilon} \int_{2 \epsilon}^{4 \epsilon} r d r \int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} \omega \cdot \eta d \operatorname{vol}_{\mathbb{S}^{3}}(\omega) .
\end{align*}
$$

Furthermore we have

$$
\begin{aligned}
& \left.\left.\left|\frac{1}{2 \epsilon} \int_{2 \epsilon}^{4 \epsilon} r d r \int_{\mathbb{S}^{3}}\right| \nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}} \right\rvert\, \\
\leq & \frac{1}{2 \epsilon} \operatorname{Sup}_{\mathbb{B}^{4}}|\eta| \int_{2 \epsilon}^{4 \epsilon} r d r \int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}} \\
= & 3 \epsilon \operatorname{Sup}_{\mathbb{B}^{4}}|\eta| \int_{\mathbb{S}^{3}}\left|\nabla_{\mathbb{S}^{3}} u_{0}\right|^{2} d \mathrm{vol}_{\mathbb{S}^{3}} .
\end{aligned}
$$

Therefore taking the limit as $\epsilon \searrow 0$ in (4.7), we obtain the desired result.

## §4.2 Some remarks

In this section we collect some important remarks.
Theorem 4.1 The map $x /|x| \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ is energy minimizing and satisfies $\lambda(x /|x|)=0$.

Proof. Due to [21] we know that $x /|x| \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ is an energy minimizing map. In particular, $x /|x|$ is weakly stable and this implies $\lambda(x /|x|) \geq 0$. On the other hand, since $\operatorname{deg}\left(x /\left.|x|\right|_{\mathbb{S}^{3}}\right)=\operatorname{deg}\left(\mathrm{id}_{\mathbb{S}^{3}}\right)=1$, we have $\lambda(x /|x|)=0$ by Corollary 1.2.

From this theorem, there exists a sequence $\left\{\psi_{k}\right\}_{k=1}^{\infty} \subset W_{0}^{1,2} \cap L^{\infty}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ satisfying $\psi_{k}(x) \cdot x /|x|=0$ for almost every $x \in \mathbb{B}^{4} \backslash\{0\}$ and

$$
\begin{equation*}
\frac{\delta_{x /|x|}^{2} \mathbf{E}\left(\psi_{k}\right)}{\int_{\mathbb{B}^{4}} r^{-2}\left|\psi_{k}\right|^{2} d x} \rightarrow 0, \tag{4.8}
\end{equation*}
$$

where $r=|x|=\operatorname{dist}(x, \operatorname{Sing}(x /|x|))$. However we cannot get such a sequence in the proof above. We shall give an alternative proof by constructing one following [25].

An alternative Proof of Theorem 4.1. We set $u_{0}=\operatorname{id}_{\mathbb{S}^{3}}$, and define $n_{j}(x)(1 \leq j \leq 3)$ to be
$n_{1}(x)=\frac{1}{r}\left(\begin{array}{c}x^{2} \\ -x^{1} \\ -x^{4} \\ x^{3}\end{array}\right), n_{2}(x)=\frac{1}{r}\left(\begin{array}{c}-x^{4} \\ x^{3} \\ -x^{2} \\ x^{1}\end{array}\right), n_{3}(x)=\frac{1}{r}\left(\begin{array}{c}-x^{3} \\ -x^{4} \\ x^{1} \\ x^{2}\end{array}\right)$, where $r=|x|$.
For any $x \in \mathbb{B}^{4} \backslash\{0\},\left\{u(x), n_{1}(x), n_{2}(x), n_{3}(x)\right\}$ is an orthonormal basis of $\mathbb{R}^{4}$. We consider the map

$$
\psi(x)=\sum_{j=1}^{3} r f_{j}(x) n_{j}(x), \quad \text { where } f_{j} \in C_{0}^{1}\left(\mathbb{B}^{4}, \mathbb{R}\right)
$$

Then, $\psi$ belongs to $C_{0}^{1}\left(\mathbb{B}^{4}, \mathbb{R}^{4}\right)$ and satisfies $\psi(x) \cdot u(x)=0$ for any $x \in \mathbb{B}^{4} \backslash\{0\}$.
We set

$$
\begin{gathered}
\frac{\partial}{\partial n_{1}}=\frac{1}{r}\left(x^{2} \frac{\partial}{\partial x^{1}}-x^{1} \frac{\partial}{\partial x^{2}}-x^{4} \frac{\partial}{\partial x^{3}}+x^{3} \frac{\partial}{\partial x^{4}}\right), \\
\frac{\partial}{\partial n_{2}}=\frac{1}{r}\left(-x^{4} \frac{\partial}{\partial x^{1}}+x^{3} \frac{\partial}{\partial x^{2}}-x^{2} \frac{\partial}{\partial x^{3}}+x^{1} \frac{\partial}{\partial x^{4}}\right), \\
\frac{\partial}{\partial n_{3}}=\frac{1}{r}\left(-x^{3} \frac{\partial}{\partial x^{1}}-x^{4} \frac{\partial}{\partial x^{2}}+x^{1} \frac{\partial}{\partial x^{3}}+x^{2} \frac{\partial}{\partial x^{4}}\right) .
\end{gathered}
$$

A simple computation shows

$$
\begin{gather*}
r^{-2}|\psi|^{2}=\sum_{j=1}^{3}\left|f_{j}\right|^{2},  \tag{4.9}\\
\left|\frac{\partial \psi}{\partial r}\right|^{2}=\sum_{j=1}^{3}\left(\left|f_{j}\right|^{2}+2 r f_{j} \frac{\partial f_{j}}{\partial r}+r^{2}\left|\frac{\partial f_{j}}{\partial r}\right|^{2}\right),  \tag{4.10}\\
\left|\frac{\partial \psi}{\partial n_{1}}\right|^{2}=\sum_{j=1}^{3}\left(\left|f_{j}\right|^{2}+r^{2}\left|\frac{\partial f_{j}}{\partial n_{1}}\right|^{2}\right)+2 r\left(f_{2} \frac{\partial f_{3}}{\partial n_{1}}-f_{3} \frac{\partial f_{2}}{\partial n_{1}}\right),  \tag{4.11}\\
\left|\frac{\partial \psi}{\partial n_{2}}\right|^{2}=\sum_{j=1}^{3}\left(\left|f_{j}\right|^{2}+r^{2}\left|\frac{\partial f_{j}}{\partial n_{2}}\right|^{2}\right)+2 r\left(f_{3} \frac{\partial f_{1}}{\partial n_{2}}-f_{1} \frac{\partial f_{3}}{\partial n_{2}}\right),  \tag{4.12}\\
\left|\frac{\partial \psi}{\partial n_{3}}\right|^{2}=\sum_{j=1}^{3}\left(\left|f_{j}\right|^{2}+r^{2}\left|\frac{\partial f_{j}}{\partial n_{3}}\right|^{2}\right)+2 r\left(f_{1} \frac{\partial f_{2}}{\partial n_{3}}-f_{2} \frac{\partial f_{1}}{\partial n_{3}}\right) . \tag{4.13}
\end{gather*}
$$

From (4.9) - (4.13) we obtain by integration by parts,

$$
\begin{align*}
& \delta_{u}^{2} \mathbf{E}(\psi)=\sum_{j=1}^{3} \int_{\mathbb{B}^{4}}\left(r^{2}\left|\nabla f_{j}\right|^{2}-3\left|f_{j}\right|^{2}\right) d x \\
&+4 \int_{\mathbb{B}^{4}} r\left(f_{1} \frac{\partial f_{2}}{\partial n_{3}}+f_{2} \frac{\partial f_{3}}{\partial n_{1}}+f_{3} \frac{\partial f_{1}}{\partial n_{2}}\right) d x \tag{4.14}
\end{align*}
$$

We choose $f_{1}, f_{2}, f_{3}$ in such a way that

$$
\begin{aligned}
& f_{1}(x)=a(r)\left(-x^{1}+x^{2}+x^{3}-x^{4}\right), \\
& f_{2}(x)=a(r)\left(x^{1}-x^{2}+x^{3}-x^{4}\right), \\
& f_{3}(x)=a(r)\left(x^{1}+x^{2}-x^{3}-x^{4}\right),
\end{aligned}
$$

where $a$ is a smooth function on $[0,1]$ satisfying $a(1)=0$. Due to the symmetry of the domain, we have

$$
\begin{align*}
& \sum_{j=1}^{3} \int_{\mathbb{B}^{4}}\left|f_{j}\right|^{2} d x=3 \int_{\mathbb{B}^{4}} r^{2}|a(r)|^{2} d x=3 \omega_{3} \int_{0}^{1} r^{5}|a(r)|^{2} d r  \tag{4.15}\\
& \begin{aligned}
\sum_{j=1}^{3} \int_{\mathbb{B}^{4}} r^{2}\left|\nabla f_{j}\right|^{2} d x & =3 \int_{\mathbb{B}^{4}}\left(r^{4}\left|a^{\prime}(r)\right|^{2}+2 r^{3} a(r) a^{\prime}(r)+4 r^{2}|a(r)|^{2}\right) d x \\
& =3 \omega_{3} \int_{0}^{1}\left(r^{7}\left|a^{\prime}(r)\right|^{2}-2 r^{5}|a(r)|^{2}\right) d r
\end{aligned}
\end{align*}
$$

where $\omega_{3}$ is the volume of $\mathbb{S}^{3}$. On the other hand, it holds that

$$
\frac{\partial f_{2}}{\partial n_{3}}=-\frac{1}{r} a(r)\left(-x^{1}+x^{2}+x^{3}-x^{4}\right)=-\frac{1}{r} f_{1}(x) .
$$

Therefore by calculating as before, we obtain

$$
\begin{equation*}
\int_{\mathbb{B}^{4}} r f_{1} \frac{\partial f_{2}}{\partial n_{3}} d x=-\omega_{3} \int_{0}^{1} r^{5}|a(r)|^{2} d r . \tag{4.17}
\end{equation*}
$$

Other terms can be treated in the same way. It follows from (4.14) - (4.17) that

$$
\begin{equation*}
\delta_{u}^{2} \mathbf{E}(\psi)=3 \omega_{3} \int_{0}^{1}\left(r^{7}\left|a^{\prime}(r)\right|^{2}-9 r^{5}|a(r)|^{2}\right) d r . \tag{4.18}
\end{equation*}
$$

From (4.9), (4.15) and (4.18) we have

$$
\frac{\delta_{u}^{2} E(\psi)}{\int_{\mathbb{B}^{4}} r^{-2}|\psi|^{2} d x}=\frac{\int_{0}^{1} r^{7}\left|a^{\prime}(r)\right|^{2} d r}{\int_{0}^{1} r^{5}|a(r)|^{2} d r}-9
$$

It remains to determine $a(r)$. For a positive integer $k$, we define $a_{k}(r)$ to be

$$
a_{k}(r)=\left(1-r^{\frac{1}{k}}\right)^{k} .
$$

In the following calculation, we use the beta and gamma functions

$$
\begin{aligned}
& \mathrm{B}(p, q)=\int_{0}^{1} t^{p-1}(1-t)^{q-1} d t \text { for } p>0, q>0 \\
& \Gamma(p)=\int_{0}^{\infty} t^{p-1} e^{-t} d t \text { for } p>0
\end{aligned}
$$

and the well-known relation

$$
\mathrm{B}(p, q)=\frac{\Gamma(p) \Gamma(q)}{\Gamma(p+q)} \text { for } \mathrm{p}>0, \mathrm{q}>0
$$

By the change of variable $s=r^{\frac{1}{k}}$, we obtain

$$
\begin{aligned}
\int_{0}^{1} r^{5}\left|a_{k}(r)\right|^{2} d r & =k \mathrm{~B}(6 k, 2 k+1) \\
\int_{0}^{1} r^{7}\left|a_{k}^{\prime}(r)\right|^{2} d r & =k \mathrm{~B}(6 k+2,2 k-1)
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\int_{0}^{1} r^{7}\left|a_{k}^{\prime}(r)\right|^{2} d r}{\int_{0}^{1} r^{5}\left|a_{k}(r)\right|^{2} d r} & =\frac{\Gamma(6 k+2) \Gamma(2 k-1)}{\Gamma(8 k+1)} \frac{\Gamma(8 k+1)}{\Gamma(6 k) \Gamma(2 k+1)} \\
& =\frac{6 k(6 k+1)}{2 k(2 k-1)} \rightarrow 9 \quad \text { as } k \rightarrow \infty .
\end{aligned}
$$

Consequently along the sequence

$$
\begin{aligned}
\psi_{k}(x) & =\sum_{j=1}^{3} r f_{j, k}(x) n_{j}(x), \\
f_{1, k}(x) & =a_{k}(r)\left(-x^{1}+x^{2}+x^{3}-x^{4}\right), \\
f_{2, k}(x) & =a_{k}(r)\left(x^{1}-x^{2}+x^{3}-x^{4}\right), \\
f_{3, k}(x) & =a_{k}(r)\left(x^{1}+x^{2}-x^{3}-x^{4}\right),
\end{aligned}
$$

the ratio

$$
\frac{\delta_{u}^{2} \mathbf{E}\left(\psi_{k}\right)}{\int_{\mathbb{B}^{4}} r^{-2}\left|\psi_{k}\right|^{2} d x}
$$

tends to 0 as $k \rightarrow \infty$. Consequently we have $\lambda(x /|x|)=0$.

The global frame $\left\{n_{1}(\omega), n_{2}(\omega), n_{3}(\omega)\right\}$ on $T \mathbb{S}^{3}$ makes the computation clear. This frame corresponds to the quaternion algebra. There may be some relation between this structure and stability of harmonic maps. This will be one of our future problems.

In the proof of Theorem 1.9, it is important to use the following fact: $\lambda(u)$ must be equal to 0 for any weakly stable homogeneous harmonic map $u \in W^{1,2}\left(\mathbb{B}^{4}, \mathbb{S}^{3}\right)$ satisfying $\operatorname{Sing}(u)=\{0\}$ and $\operatorname{deg}(u, 0) \neq 0$. Here we call this non strict stability phenomenon. We discuss whether this phenomenon is special to the case of maps from a 4 -dimenisonal domain into $\mathbb{S}^{3}$ or not. In the case of maps from $\mathbb{B}^{3}$ into $\mathbb{S}^{2}$, Mou [24] proved the following result. For any homogeneous weakly harmonic map $u \in W^{1,2}\left(\mathbb{B}^{3}, \mathbb{S}^{2}\right)$, it holds that

$$
\lambda(u) \geq \frac{1}{4} .
$$

Therefore non strict stability phenomenon cannot occur in this case. From this it seems to be difficult to give an alternative proof of Brezis-Coron-Lieb's result by using the method in the present monograph.

Next, we consider the case of maps from $\mathbb{B}^{m}$ into $\mathbb{S}^{m-1}$ for $m \geq 5$. For a homogenous harmonic map $u \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{m-1}\right)$, any estimate on $\lambda(u)$ has not yet been established by anyone except the case $u(x)=x /|x|$. Baldes [2] proved an equality

$$
\begin{equation*}
\lambda\left(\frac{x}{|x|}\right)=\frac{(m-4)^{2}}{4} . \tag{4.19}
\end{equation*}
$$

(Baldes did not give any minimizing sequence.) From (4.19), it is natural to conjecture that the inequality

$$
\lambda(u) \geq \lambda\left(\frac{x}{|x|}\right)=\frac{(m-4)^{2}}{4}
$$

holds for any weakly stable homogeneous harmonic map $u \in W^{1,2}\left(\mathbb{B}^{m}, \mathbb{S}^{m-1}\right)$ satisfying $\operatorname{Sing}(u)=\{0\}$, and that non strict stability phenomenon does not occur. Because of this, it also seems difficult to analyze the behavior of harmonic maps around singular points in this case by our method.

Non strict stability phenomenon is a special phenomenon for the case of maps from a 4-dimensional domain into $\mathbb{S}^{3}$. There must be some reason for this phenomenon. And we should try to understand what is special.

For harmonic maps from $\mathbb{B}^{m}$ into $\mathbb{S}^{m-1}$ for $m \geq 5$, the author does not know what type of singularities may occur. It seems very difficult to analyze these
singularities. However, the author believes that these problems will reveal interesting phenomena and will prompt the new development in the future study of singularity of harmonic maps.
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