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Abstract. Fock space representations of affine Lie algebras are studied. Explicit forms
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Introduction

Studies of integral representations in conformal field theories are initiated in [DF1,2].
Following the earlier paper [FeFu1,2], Dotsenko and Fateev found that conformal blocks in
the minimal models introduced in [BPZ] can be represented by generalized hypergeometric
integrals. (Throughout the present paper, conformal blocks are those in genus 0.) The
paper [TK1] is closely related to this result. Recently, Felder [Fel] has constructed Fock
space resolutions of irreducible representations of the Virasoro algebra and made the
physical argument in [DF1,2] precise. His work is also based on the very deep results in
[FeFu1,2] on representations of the Virasoro algebra. The above studies start from the
existence of Fock space representations and screening operators for the Virasoro algebra.
In the Wess-Zumino-Witten models, the following problems are fundamental for integral
representations:
(a) Construction of Fock space representations of affine Lie algebras.
(b) Realization, by free bosonic fields, of the Sugawara energy-momentum tensor on the

Fock spaces.
(c) Construction of screening operators.
(d) Construction of generalized hypergeometric integrals satisfying the Knizhnik-

Zamolodchikov equations.
In [KZ], the Knizhnik-Zamolodchikov (KZ, for short) equations are obtained by rewriting
the Sugawara construction of an energy-momentum tensor in the setting of conformal
field theory. This is the reason why it is necessary to consider the problem (b). It is
widely known that appropriate solutions to the first three problems lead to that of (d)
by standard deduction. In the present paper, we solve these problems for the affine Lie
algebra attached to an arbitrary simple Lie algebra.

We shall now briefly review some known results about integral representations in
the Wess-Zumino-Witten (WZW, for short) models. For the first time, in [CF], Christe
and Flüme succeeded in writing down certain integrals satisfying the sl2 KZ equations
for four point functions. The integrals in [CF] are the special cases of the generalized
hypergeometric functions studied in the pioneering works [A1,2] and [VGZ]. This part has
been recently generalized in [DJMM], [Mat] and [SV]. The case for sl2 N point functions
has been obtained in [DJMM] and the case for sln N - point functions in [Mat]. In [SV],
Schechtman and Varchenko have succeeded in constructing generalized hypergeometric
integrals satisfying the KZ equations attached to arbitrary Kac-Moody algebras as well
as arbitrary simple Lie algebras. These results are obtained without Fock space repre-
sentations of affine Lie algebras, which are treated in the following studies. Fock space
representations of ŝl2 were constructed by Wakimoto [W]. Constructing screening opera-
tors for ŝl2, Marshakov [Mar] has given another proof of the results in [CF]. Fock space
representations of ŝp2 ' ŝo5 as well as of ŝln are constructed in [GMMOS]. Recently, in the
remarkable papers [FeFr1,2], Feigin and Frenkel have proved the existence of Fock space
representations of arbitrary affine Lie algebras. In particular, for ŝln, they have explicitly
constructed Fock space representations and screening operators. Note that, using this,
we can also solve the problem (b) for ŝln. Hence the results in [Mar] and [FeFr1,2] imply
those in [DJMM] and [Mat], respectively. Fock space resolutions of irreducible representa-
tions of affine Lie algebras are treated in [BF], [FeFr1,2] and [BMP]. These are related to
integral representations in higher genus Riemann surfaces and quantum group structures

2



in the conformal field theory. However, these parts are not treated in the present paper.
As mentioned above, the problem (a) has been already solved in [FeFr1,2]. However,

in order to solve the other problems (b),(c) and (d), we need more precise analysises of
Fock space representations of affine Lie algebras. The most important points are the
following:
(i) Explicit expressions of current operators by free bosons will be very complicated in

general. Avoid direct computations using them. Manipulate only general relations
obtained by general arguments.

(ii) In all steps, treat not only an affine Lie algebra but also the Virasoro algebra simul-
taneously.

Of course, (i) is important for finding what is essential. Under the treatment (ii), we can
also use the same method in [FeFr1,2]. Thus we can construct Fock space representations
of the affine-Virasoro algebras attached to simple Lie algebras. However (ii) is crucial
for our argument. Because the Virasoro algebra is very useful not only for solving the
problems (b) and (c) but also for determining the explicit expressions of correction terms
for current operators.

In the present paper, for simplicity, if we say A is an algebra or a vector space,
then A is one over the field C of complex numbers. However, all the results, in the
present paper, except for those about integral representations also hold over an arbitrary
field of characteristic zero. We shall often use the notation N = { 0, 1, 2, · · · } and Z =
{ 0,±1,±2, · · · }. We denote by U(a) the universal enveloping algebra of a Lie algebra a.

0.1. First we shall prepare the notation of a simple Lie algebra and its representations.
Let g be a finite dimensional simple Lie algebra, {Hi, Ei, Fi | i = 1, · · · , r } its Chevalley
generators, and {α1, · · · , αr } the set of simple roots of g. Let h, n+ and n− denote
the subalgebras of g generated by {Hi}, {Ei} and {Fi}, respectively. Put b± equal to
the subalgebras h ⊕ n± of g. Let λ be a Lie algebra homomorphism from b− to the 1-
dimensional Abelian Lie algebra C. The set of all such λ’s can be identified with the
dual vector space h∗ of h. We identify h and h∗ by the Killing form (.|.) of g. Denote
by G the algebraic group corresponding to g and let B± and N± be the subgroups of G
corresponding to b± and n±, respectively. Denote by F the flag manifold B−\G and put
o = B− ∈ F . Let ∆+ = {β1, · · · , βs } be the set of positive roots of g and { eα | α ∈ ∆+ }
a root basis of n+. Then we have the isomorphism f from Cs onto the open cell oN+

in F defined by (zα)α∈∆+ 7→ o exp(zβ1eβ1) · · · exp(zβseβs). Denote by x = (xα)α∈∆+ the
coordinate system of oN+ given by the inverse of f . Thus the structure ring of oN+

is identified with the polynomial algebra C[x]. Let Rλ be the left representation of g
given by the right infinitesimal action of g on oN+ and the character λ. We use the
notation M∗

λ for the left g-module (C[x], Rλ). (In the section 1, we shall denote by vλ

the element 1 in M∗
λ = C[x].) We remark that Fock space representations of affine Lie

algebras will be defined as an affinization of M∗
λ . It is easy to show that M∗

λ is isomorphic
to the dual of the right Verma module M†

λ of g. Therefore, if we put λ = λ1 + λ2 for
λ1, λ2 ∈ h∗, then we have a canonical g-homomorphism from M∗

λ1
⊗ M∗

λ2
to M∗

λ . An
affinization of this homomorphism is nothing but the bosonic vertex operator. For X ∈ g,
we can represent Rλ(X) by a differential operator R(X; x, ∂x, λ) of first order, where we
set ∂x =

(
∂

∂xα

)
α∈∆+

. Then R(X;x, ∂x, λ) is a polynomial in (λ(Hi))r
i=1, as well as in X,

x and ∂x. We define a left action of N+ on oN+ by n · (oa) = ona for a, n ∈ N+. This
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action defines another left representation S of n+ on C[x]. Similarly, for X ∈ n+, we can
represent S(X) by a polynomial vector field S(X;x, ∂x) in x. We shall define screening
operators as affinizations of S(Ei) for i = 1, · · · , r.

0.2. Next let us introduce free bosonic fields and Fock spaces. Fix a non-zero complex
number κ. We shall introduce an algebra Â = Â κ as follows. Let A be the algebra with
generators

(0.1) {xα[m], δα[m], pi[m] | m ∈ Z, α ∈ ∆+, i = 1, · · · , r }

and the following commutation relations:

(0.2)
[
δα[m], xβ [n]

]
= δα,βδm+n,0,

[
pi[m], pr[n]

]
= κ(Hi|Hj)mδm+n,0,

and other commutators are trivial. Define Â as a certain Z-graded topological algebra
including A as a dense subalgebra. (For detail, see the section 2.) Formally we put

(0.3)
xα(z) :=

∑
m∈Z

z−mxα[m], δα(z) :=
∑

m∈Z
z−m−1δα[m],

pi(z) :=
∑

m∈Z
z−m−1pi[m],

which are called bosonic free fields or free bosons. For H ∈ h, writing H in the form∑r
i=1 aiHi for some ai ∈ C, we put p(H; z) :=

∑r
i=1 aipi(z) and define p[H; m] by the

expansion p(H; z) =
∑

m∈Z z−m−1p[H; m]. Let λ be in h∗. The Fock space Fλ is defined
as a left A-module generated by |λ〉 with the following properties:

(0.4)
pi[0]|λ〉 = (λ|Hi)|λ〉, pi[m]|λ〉 = 0 for m > 0 and i = 1, · · · , r,
xα[m]|λ〉 = 0, δα[n]|λ〉 = 0 for m > 0, n ≥ 0 and α ∈ ∆+.

These conditions uniquely determine Fλ up to isomorphisms. Furthermore Â naturally
acts on Fλ.

0.3. Under the above preparation, let us construct Fock space representations of affine
Lie algebras. In general, we denote by La the loop Lie algebra attached to a Lie algebra
a defined by La := a⊗C[t, t−1]. We denote by d the Lie algebra C[t, t−1] d

dt of polynomial
vector fields on the circle. Then we have the natural semi-direct product La ⊕ d as a
Lie algebra. We define the affine-Virasoro algebra ĝ ⊕ Vir attached to g as the central
extension of Lg⊕ d by CK ⊕ CC with the following relations:

[X ⊗ f, Y ⊗ g] = [X,Y ]⊗ fg + (X|Y )Res
t=0

(f ′g dt)K,
(0.5-1)

[f d
dt , g

d
dt ] = (f ′g − g′f) d

dt + 1
12 Res

t=0
(f ′′′g dt)C,

(0.5-2)

[f d
dt , X ⊗ g] = X ⊗ f

dg

dt
for X, Y ∈ g, and f, g ∈ C[t, t−1],

(0.5-3)
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where the prime ′ denotes the derivation with respect to t. An eigenvalue of K (resp.
C) on a representation space is called a level (resp. a central charge). Now we shall
define current operators and an energy-momentum tensor. Roughly speaking, the current
operator attached to X ∈ g shall be defined by a substitution of x(z) =

(
xα(z)

)
α∈∆+

,

δ(z) =
(
δα(z)

)
α∈∆+

and p(z) =
(
pi(z)

)r

i=1
for x, ∂x and λ in R(X; x, ∂x, λ). Denote by

{Λi}r
i=1 the dual basis of {Hi}r

i=1. Put 2ρ :=
∑

α∈∆+
α. For brevity, we often denote by

∂A(z) the derivation of A(z) with respect to z. Formally we put

X(z) := .
.R(X; x(z), δ(z), p(z)).. for X = Hi, Ei and i = 1, · · · , r,

(0.6)

Fi(z) := .
.R(Fi;x(z), δ(z), p(z)).. + γi∂xαi

(z) for i = 1, · · · , r,
(0.7)

T (z) :=
∑

α∈∆+

.

.δα(z)∂xα(z).. +
1
2κ

{
r∑

i=1

.

.p(Hi; z)p(Λi; z).. − ∂p(2ρ; z)
}

,(0.8)

where .
.

.

. denotes a certain normal product (see the section 2) and {γi}r
i=1 is a set of

constants which will be fixed in the following theorem. For X = Hi, Ei, Fi, the operator
X(z) is called the current operator attached to X and T (z) is called the energy-momentum
tensor written by free bosons. Then we can define X[m] ∈ Â for X = Hi, Ei, Fi and
Lm ∈ Â by the following formal expansions:

(0.9) X(z) =
∑

m∈Z
z−m−1X[m] and T (z) =

∑
m∈Z

z−m−2Lm.

Theorem A (Theorem 4.1, Proposition 4.2). There is a unique set {γi}r
i=1 of constants

such that the Lie algebra homomorphism from ĝ⊕Vir to Â can be defined by the following:

(0.10)
X ⊗ tm 7→ X[m], tm+1 d

dt 7→ −Lm,

K 7→ k = κ− g∗, C 7→ c =
k dim g

k + g∗
,

where X = Hi, Ei, Fi, m ∈ Z, and g∗ denotes the dual Coxeter number of ĝ. Moreover
the vector |λ〉 ∈ Fλ satisfies the highest weight condition for ĝ⊕ Vir:

(0.11)
Hi[0]|λ〉 = (λ|Hi)|λ〉, L0|λ〉 = ∆λ|λ〉, Ei[0]|λ〉 = 0,

X[m]|λ〉 = Lm|λ〉 = 0 for X = Hi, Ei, Fi and m > 0,

where ∆λ := (2κ)−1(λ|λ + 2ρ).

Denote by π the Lie algebra homomorphism given by this theorem. Then we have a family
{(Fλ, π)}λ∈h∗ of left ĝ⊕Vir-modules, which are called the Fock space representations of
the affine-Virasoro algebra. (Explicit expressions of the constants {γi}r

i=1 will be given
in Remark 4.3.) As mentioned earlier, the existence of Fock space representations of ĝ
has been already obtained in [FeFr1,2]. However, in [FeFr1,2], the explicit expressions of
the current operators are described only for ĝ = ŝln. In order to determine the correction
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terms for Fi(z) by γi∂xαi
(z), we shall use the Virasoro operators {Lm}m∈Z (see the proof

of Proposition 4.2). Let Ô be the closed subalgebra of Â topologically generated by
{xα[m]|α ∈ ∆+, m ∈ Z }. For the proof of Theorem A, we shall need certain results
about the Lie algebra cohomology of Lg⊕ d with coefficients in Ô in order to follow the
method in [FeFr1,2]. However, in the present paper, we shall not deal with the usual
Lie algebra cohomology itself. Instead we shall introduce a certain subcomplex of the
standard complex so that the homotopy operator η in the proof of Lemma 3.2 will be
well-defined.

0.4. A solution to the problem (b) is stated as follows. For any X ∈ g, put X[m] :=
π(X ⊗ tm) and X(z) :=

∑
m∈Z z−m−1X[m]. Let {Jp}dim g

p=1 be an orthonormal basis of
g with respect to the Killing form. The Sugawara energy-momentum tensor T SUG(z) is
defined by

(0.12) T SUG(z) :=
1
2κ

dim g∑
p=1

◦
◦J

p(z)Jp(z)◦◦ ,

where ◦
◦
◦
◦ denotes a normal product for currents (see the subsection 4.4). We write the

expansion of this in the form T SUG(z) =
∑

m∈Z z−m−2LSUG
m . Then LSUG

m is well-defined
as an operator acting on the Fock spaces.

Theorem B (Theorem 4.5). The energy-momentum tensor T (z) written by free bosons
is equal to the Sugawara one on the Fock spaces:

(0.13) Lm = LSUG
m on Fλ for λ ∈ h∗ and m ∈ Z.

This is deduced from Theorem A and the fact that, for generic λ ∈ h∗, the Verma module
of ĝ with highest weight λ is irreducible and isomorphic to Fλ.

0.5. We can construct screening operators as follows. Let λ and µ be in h∗ = h. There is
a unique linear isomorphism eq[λ] from Fµ onto Fλ+µ with properties

(0.14)
eq[λ]|λ〉 = |λ + µ〉, [

pi[H; m], eq[λ]
]

= δm,0(λ|H)eq[λ],
[
xα[m], eq[λ]

]
=

[
δα[m], eq[λ]

]
= 0,

for H ∈ h, α ∈ ∆+ and m ∈ Z. For brevity, put p̃[λ; m] := κ−1p[λ; m] for m ∈ Z. The
bosonic vertex operator V (λ; z) is defined by

(0.15) V (λ; z) := exp
{ ∑

m<0

z−m

−m
p̃[λ; m]

}
eq[λ]zp̃[λ;0] exp

{ ∑
m>0

z−m

−m
p̃[λ; m]

}
.

For i = 1, · · · , r, put

(0.16) Si(z) := .
.S(Ei; x(z), δ(z)).. and si(z) := Si(z)V (−αi; z).

If si(z) is formally expanded in the form eq[λ]
∑

m∈Z si[m]z−m+p̃[λ,0], then each si[m] is
well-defined as an element of Â .
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Theorem C (Theorem 5.1). For i = 1, · · · , r, the operator si(z) satisfies the following:

[
Lm, si(z)

]
= ∂

∂z

{
zm+1si(z)

}(0.17-1)

[
X[m], si(z)

]
= 0 for X ∈ b+,

(0.17-2)

[
Fj [m], si(z)

]
= −κδi,j

∂
∂z

{
zmV (−αi; z)

}
for j = 1, · · · , r,

(0.17-3)

where m ∈ Z.

We call {si(z)}r
i=1 the set of screening operators. The first two properties immediately

follow from Theorem A. The last property can be deduced from Theorem A and the first
two properties.

0.6. Now we have the solutions to the problems (a), (b) and (c). Hence we can obtain
certain integrals satisfying the KZ equations. First let us define the KZ equations. Recall
that M∗

λ denotes the dual of the right Verma module M†
λ. Let ~λ = (λ1, · · · , λN ) be in

(h∗)N . Put M†
~λ

:=
⊗N

a=1 M†
λa

and M∗
~λ

:=
⊗N

a=1 M∗
λa

. Denote by 〈 | 〉 the natural pairing

of M†
~λ

and M∗
~λ
. For X ∈ g and a = 1, · · · , N , put

(0.18) 4a(X) := 1⊗ · · · ⊗ 1⊗X ⊗ 1⊗ · · · ⊗ 1 ∈ U(g)⊗N ,

where X is placed at the a-th component. Put 4(X) :=
∑N

a=14a(X) for X ∈ g. Let λ∞
be in h∗. We define the weight subspaces of M†

~λ
and M∗

~λ
with weight λ∞ by

M†
~λ,λ∞

:= { v† ∈ M†
~λ,λ∞

| v† 4 (H) = v†(λ∞|H) for H ∈ h },
(0.19-1)

M∗
~λ,λ∞

:= { v ∈ M∗
~λ,λ∞

| 4(H)v = (λ∞|H)v for H ∈ h }.
(0.19-2)

Then M∗
~λ,λ∞

is finite dimensional and identified with the dual vector space of M†
~λ,λ∞

.

Note that M†
~λ,λ∞

does not vanish if and only if there exists an m = (mi)r
i=1 ∈ Nr such

that

(0.20) λ∞ =
N∑

a=1
λa −

r∑
i=1

miαi.

Thus we suppose this in the following. We define the space of singular vectors (or highest
weight vectors) in M†

~λ,λ∞
by

(0.21) S†λ∞(M†
~λ
) := { v† ∈ M†

~λ,λ∞
| v† 4 (n−) = 0 }.

For a, b = 1, · · · , N , the operator Ωa,b is defined by

(0.22) Ωa,b :=
1
κ

dim g∑
p=1

4a(Jp)4b (Jp).
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Note that each Ωa,b preserves the subspace S†λ∞(M†
~λ
) of M†

~λ
. The Knizhnik-Zamolodchikov

equation of type (~λ, λ∞) is written in the following form:

(0.23)
∂

∂za
F (z) =

∑
1≤b≤N

b6=a

F (z)Ωa,b

za − zb
for a = 1, · · · , N ,

where z denotes (z1, · · · , zN ) and F is a function of z with values in S†λ∞(M†
~λ
).

0.7. Next we refer to integration of certain multivalued functions. Put M :=
∑r

i=1 mi

and t := (t1, · · · , tM ). Define τ = (τ(1), · · · , τ(M)) by

(0.24) τ := (1, · · · , 1︸ ︷︷ ︸
m1 times

, · · · · · · , r, · · · , r︸ ︷︷ ︸
mr times

).

For brevity, we use the following abbreviations:

w = (w1, · · · , wL) := (z, t) = (z1, · · · , zN , t1, · · · , tM ),(0.25)
~µ = (µ1, · · · , µL) := (λ1, · · · , λN ,−ατ(1), · · · ,−ατ(M)),(0.26)

where we put L := N + M . In general, for any n ∈ N, put Un := { (ζ1, · · · , ζn) ∈ Cn |
ζa 6= ζb if a 6= b }. We define the projection p from UL onto UN by w = (z, t) 7→ z. The
multivalued function l(w) = l(z, t) in UL is defined by

(0.27) l(w) = l(z, t) :=
∏

1≤a<b≤L

(wa − wb)(µa|µb)/κ.

Let L be the 1-dimensional local system on UL defined by l(w) and Lz its restriction on
the fiber p−1(z) at z ∈ UN . Denote by O(UL) the space of rational functions of w = (z, t)
regular in UL. For short, we put dt := dt1 ∧ · · · ∧ dtM . For z ∈ UN , let Γ(z) be an
M -cycle in p−1(z) with coefficients in the dual local system L∗z of Lz. Then, for z ∈ UN

and a rational function f(t) regular in p−1(z), the integral
∫
Γ(z)

l(z, t)f(t) dt is defined
and satisfies the following:

(0.28)
∫

Γ(z)

∂

∂ta
(l(z, t)f(t)) dt = 0 for a = 1, · · · ,M .

We suppose that, for every rational function f(z, t) regular in UL, the integral F (z) =∫
Γ(z)

l(z, t)f(z, t) dt is a multivalued holomorphic function of z and satisfies the following:

(0.29)
∂

∂za
F (z) =

∫

Γ(z)

∂

∂za
(l(z, t)f(z, t)) dt for a = 1, · · · , N .

Note that, in general, for the existence of a non-trivial global family {Γ(z)}, we have to
admit Γ(z) to be multivalued in z.
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0.8. Now, under the above notation, a solution to the problem (d) can be stated as follows.
Recall that, for each λ ∈ h∗, we identify M∗

λ with the polynomial algebra C[x] as vector
spaces. Thus, for Ia =

(
Ia(α)

)
α∈∆+

∈ N∆+ , we can regard xIa as a vector in M∗
λa

, where

we use the notation xIa =
∏

α∈∆+
x

Ia(α)
α of multi-indices. For I = (Ia)N

a=1 ∈ (N∆+)N , put

vI :=
⊗N

a=1 xIa ∈ M∗
~λ
. Then the weight subspace M∗

~λ,λ∞
has the basis given by

(0.30) B∗
~λ,µ

:= { vI |
N∑

a=1

∑
α∈∆+

Ia(α) =
r∑

i=1

miαi }.

Define the M†
~λ,λ∞

-valued function P (z, t) by

(0.31) 〈P (z, t)|vI〉 := 〈0|
N∏

a=1

∏
α∈∆+

xα(za)Ia(α)
m∏

b=1

Sτ(b)(tb)|0〉 for vI ∈ B∗
~λ,λ∞

,

where we use the notation of correlation functions of free bosons (for details, see the
section 5). Then 〈P (z, t)|vI〉 is a rational function regular in UL.

Theorem D (Theorem 5.9). Under the above notation, define the M†
~λ,λ∞

-valued func-

tion F (z) by

(0.32) 〈F (z)|v〉 :=
∫

Γ(z)

l(z, t)〈P (z, t)|v〉 dt for v ∈ M∗
~λ,λ∞

.

Then F (z) is valued in S†λ∞(M†
~λ
) and satisfies the KZ equation of type (~λ, λ∞).

Before finishing this section, we should mention some remarks.
1. There are more essential objects than solutions of the KZ equations. They are con-

formal blocks for the Fock spaces, the restrictions of which give solutions of the KZ
equations. The above theorem is obtained as a corollary of the existence of integral
representations of conformal blocks for the Fock spaces. See Theorem 5.6 and Lemma
5.7.

2. The origin of the multivalued function l(w) = l(z, t) consists in the following formula
for the bosonic vertex operators:

(0.33) 〈µ∞|
L∏

a=1
V (µa;wa)|0〉 =

∏
1≤a<b≤L

(wa − wb)(µa|µb)/κ up to phase factor,

where µ∞ :=
∑L

a=1 µa.
3. Denote by L†λ the simple right g-module with highest weight λ ∈ h∗. Put L†~λ :=⊗N

a=1 L†λa
. Then L†~λ is naturally a quotient g⊗N -module of M†

~λ
. We can consider the

KZ-equation for the space of singular vectors in L†~λ. Let G(z) be the projection of

F (z) in L†~λ, where F (z) is defined by (0.32). Thus we obtain a solution G(z) of the
KZ equation for the simple g-modules.
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1. Representations of simple Lie algebras

1.1. The notation follows 0.1 in Introduction. For example, g, h, ∆+ = {β1, · · · , βs },
and etc. denote a simple Lie algebra, its Cartan subalgebra, the set of positive roots of
g, and etc. In addition, we suppose that the Killing form (.|.) is normalized by (θ|θ) = 2,
where θ denotes the highest root of g (see [Kac, Chapter 7]). Denote by ∆ the set of roots
of g in h∗. For α ∈ ∆, let eα be a root vector attached to α. We assume, for simplicity,
that eαi

= Ei for i = 1, · · · , r.

1.2. Let us define x = (xα)α∈∆+ , Rλ and S. For λ ∈ h∗, let K†
λ be the right ideal of

U(g) generated by n− and {H − λ(H) · 1 | H ∈ h }. Define the right Verma module M†
λ

of g with highest weight λ by M†
λ := U(g)/K†

λ and put v†λ := 1 mod K†
λ ∈ M†

λ. By R′λ we
denote the right representation of g on M†

λ:

(1.1) vR′λ(X) = vX for X ∈ g and v ∈ M†
λ.

Since M†
λ is canonically isomorphic to U(n+) as right n+-modules, we can define the right

representation S′ of n+ on M†
λ by

(1.2) v†λnS′(X) := −v†λXn for X ∈ n+ and n ∈ U(n+).

Putting M†
λ,µ := { v ∈ M†

λ | vH = (µ|H)v for H ∈ h. } for µ ∈ h∗, we obtain the weight
space decomposition M†

λ =
⊕

µ∈h∗ M†
λ,µ. Define the dual M∗

λ of M†
λ by

(1.3) M∗
λ :=

⊕
µ∈h∗

HomC(M
†
λ,µ,C),

and denote by 〈 | 〉 the natural pairing of M†
λ and M∗

λ . Then we can define the left
representation Rλ of g on M∗

λ by

〈u|Rλ(X)v〉 = 〈uR′λ(X)|v〉 for u ∈ M†
λ, v ∈ M∗

λ and X ∈ g,(1.4)

and the left representation S of n+ on M∗
λ by

〈u|S(Y )v〉 = 〈uS′(Y )|v〉 for u ∈ M†
λ, v ∈ M∗

λ and Y ∈ n+.(1.5)

We have the basis { v†λEI | I ∈ Ns } of M∗
λ , where we use the following abbreviation:

(1.6) EI = eI1
β1

eI2
β2
· · · eIs

βs
/(I1!I2! · · · Is!) for I = (Ij)s

j=1 ∈ Ns.

Denote by {xIvλ | I ∈ Ns } the dual basis of { v†λEI | I ∈ Ns }:
(1.7) 〈v†λEI |xJvλ〉 = δI,J for I, J ∈ Ns.

Then the natural g-homomorphism from M†
λ+µ to M†

λ ⊗M†
µ induces a g-homomorphism

from M∗
λ⊗M∗

µ to M∗
λ+µ, Thus we obtain the natural algebra structure in M∗ =

⊕
λ∈h∗ M∗

λ ,
which is characterized by

(1.8) xIvλ · xJvµ = xI+Jvλ+µ for I, J ∈ Ns and λ, µ ∈ h∗.

In other words, the algebra M∗ is identified with the tensor product of the polynomial
algebra in (xα)α∈∆+ and the group algebra attached to h∗. Hence we can write M∗

λ =
C[x]vλ.
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1.3. In this subsection, we shall summarize some results on the forms of the operators
Rλ(X) for X ∈ g and S(Y ) for Y ∈ n+. Under the above identification, Rλ(X) and S(Y )
can be written in the following forms:

Rλ(X) =
∑

α∈∆+

Rα(X; x)
∂

∂xα
+

r∑
i=1

ρi(X; x)(λ|Hi) for X ∈ g and λ ∈ h∗,(1.9)

S(Y ) =
∑

α∈∆+

Sα(Y ; x)
∂

∂xα
for Y ∈ n+,(1.10)

where Rα(X; x), ρi(X; x) and Sα(Y ;x) are polynomials in x = (xα)α∈∆+ . Note that
Rα(X;x), ρi(X; x) and Sα(Y ; x) do not depend on λ. When Rα(X;x) and ρi(X; x) are
written in the forms

Rα(X;x) =
∑

I∈Ns

aI(X)xI where aI(X) ∈ C,(1.11-1)

ρi(X;x) =
∑

I∈Ns

bI(X)xI where bI(X) ∈ C,(1.11-2)

the coefficients aI(X) and bI(X) are computed by

aI(X) = 〈v†0EI |R0(X; x)xαv0〉,(1.12-1)

bI(X) = 〈v†Λi
EI |RΛi(X)vΛi〉.(1.12-2)

The coefficients in Sα(X) are also determined by the similar formulas. Using them, we
can prove the following lemmas.

Lemma 1.1. For X ∈ n+ and α ∈ ∆+, the following results hold on the form of Rλ(X)
and S(X):
(1) ρi(X; x) = 0 for i = 1, · · · , r.
(2) Rα(X;x) and Sα(X; x) are polynomials in {xβ | β ∈ ∆+ and α > β }, where α > β

means that α 6= β and α− β =
∑r

i=1 miαi for some m1, · · · ,mr ∈ N.
(3) Rα(eα;x) = −Sα(eα; x) = 1.
(4) Rαi(eα; x) = Sαi(eα;x) = 0 unless α = αi.

Lemma 1.2. For i, j = 1, · · · , r and α ∈ ∆+, we have Rα(Hi;x) = −(α|Hi)xα and
ρj(Hi;x) = δi,j :

(1.13) Rλ(H) = − ∑
α∈∆+

(α|H)xα
∂

∂xα
+ (λ|H) for λ ∈ h∗ and H ∈ h.

Lemma 1.3. For i, j = 1, · · · , r, we have ρj(Fi; x) = δi,j(λ|Hi)xαi .

Lemma 1.4. For λ ∈ h∗, we have the following commutation relations:

[Rλ(X), S(Y )] = 0 for X, Y ∈ n+,
(1.14-1)

[Rλ(H), S(eα)] = (α|H)S(eα) for α ∈ ∆+ and H ∈ h,
(1.14-2)

[Rλ(Fi), S(Ej)] = δi,j(λ|Hi) + (αj |Hi)xαiS(Ej) for i, j = 1, · · · , r.
(1.14-3)
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2. Bosonic free fields and the Wick theorem

2.1. Let A be an algebra with generators (0.1) and relations (0.2). We define the subsets
A0 and A± of A by

A0 := { pi[0] | i = 1, · · · , r },
(2.1-1)

A+ := {xα[m], δα[n], pi[m] | α ∈ ∆+,m > 0, n ≥ 0, i = 1, · · · , r },
(2.1-2)

A− := {xα[m], δα[n], pi[n] | α ∈ ∆+,m ≤ 0, n < 0, i = 1, · · · , r }.
(2.1-3)

Let A0 and A± be the subalgebras of A generated by A0 and A±, respectively. The
normal product .

.
.
. is the linear isomorphism from A− ⊗A0 ⊗A+ onto A defined by

(2.2) .
.a− ⊗ a0 ⊗ a+

.

. := a−a0a+ for a0 ∈ A0 and a± ∈ A±.

From now on, we omit ⊗ in the left-hand side of this.

2.2. Now let us define a topological Z-graded algebra Â including A as a dense subalge-
bra. Let D be the derivation of A with the following property:

(2.3) Da[m] = ma[m] for a[m] = xα[m], δα[m], pi[m].

For m ∈ Z, putting

(2.4) A[m] := { a ∈ A | Da = ma } and A±[m] := A± ∩ A[m],

we obtain the decompositions A =
⊕

m∈ZA[m] and A± =
⊕

m≥0A±[±m]. Furthermore
we obtain

A[m] =
⊕
i∈Z

A−[m− i]A0A+[i] for m ∈ Z.(2.5)

We introduce the decreasing filtration
{An[m]

}
n∈N of A[m] by

An[m] :=
⊕
i≥n

A−[m− i]A0A+[i] for m ∈ Z and n ∈ N.(2.6)

Let Â [m] denote the completion of A[m] with respect to this filtration:

(2.7) Â [m] := proj lim
n→∞

A[m]/An[m] for m ∈ Z.

Define the vector space Â by

(2.8) Â :=
⊕

m∈Z
Â [m].

Since An1 [m1]An2 [m2] is included in An[m1 + m2] with n = max{n1 + m2, n2}, the
multiplication map from A[m1]×A[m2] to A[m1 +m2] is continuous under the topologies
given by the filtrations. Thus we can obtain the topological Z-graded algebra structure
of Â . Recall that, for λ ∈ h∗, the Fock space Fλ has been defined in 0.2. The natural
representation of Â on Fλ is induced by that of A on Fλ.
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2.3. We shall recall the Wick theorem for free bosons. We have defined, by (0.3), the
following free bosonic fields:

(2.9) xα(z), δα(z), pi(z), where α ∈ ∆+ and i = 1, · · · , r.

Let each of a(z), b(z), am(z) and bn(z) be one of the operator in (2.9). Put

(2.10) A(z) := .
.

M∏
m=1

am(z).. and B(w) := .
.

N∏
n=1

bn(z)...

When A(z) is expanded in the form
∑

m∈Z z−m−hAm, each Am is well-defined as an
element of Â . Set (h, d+, d−) := (0, 1, 0), (1, 0,−1) or (1, 1,−1) according as a(z) =
xα(z), δα(z) or pi(z) for some α ∈ ∆+ or i = 1, · · · , r. Expanding a(z) in the form∑

m∈Z z−m−ha[m], we define the annihilation part a(z)+ and the creation part a(z)− of
a(z) by

(2.11) a(z)+ :=
∑

m≥d+

z−m−ha[m] and a(z)− :=
∑

m≤d−
z−m−ha[m].

The contraction 〈a(z)b(w)〉 of a(z) and b(w) is defined by

(2.12) 〈a(z)b(w)〉 :=
[
a(z)+, b(w)−

]
.

Note that 〈a(z)b(w)〉 is a formal series with coefficients in C. In fact, we have the following
formulas:

〈δα(z)xβ(w)〉 = δα,β [z − w]−1,(2.13-1)
〈xα(z)δβ(w)〉 = −δα,β [z − w]−1,(2.13-2)
〈pi(z)pj(w)〉 = κ(Hi|Hj)[z − w]−2,(2.13-3)

where we put formally

(2.14) [z − w]−i−1 :=
( ∞∑

m=0
z−m−1wm

)i+1

=
1
i!

(
− ∂

∂z

)i ∞∑
m=0

z−m−1wm for i ∈ N.

Note that [z − w]−i−1 6= (−1)i+1[w − z]−i−1.

Lemma 2.1 (the Wick theorem). Under the above situation, we have

(2.15)

A(z)B(w) = .
.

M∏
m=1

am(z)..
.
.

N∏
n=1

bn(w)..

=
∞∑

ν=0

∑(ν)
ν∏

i=1

〈minσ(i)〉 ..
∏

1≤m≤M
m/∈I

am(z)
∏

1≤n≤N
n/∈J

bn(z)..,

where we put 〈mn〉 := 〈am(z)bn(w)〉 and the sum
∑(ν)

runs over the following data:

(2.16)





I = {m1, · · · ,mν } with 1 ≤ m1 < · · · < mν ≤ M,

J = {n1, · · · , nν } with 1 ≤ n1 < · · · < nν ≤ N,

σ ∈ Sν = {permutations of 1, · · · , ν }.
The proof is straight forward. Roughly speaking, the Wick theorem says that the product
of the two normal products of free fields can be calculated by summing all contributions
from the possible combinations of contractions. It is found by (2.13) that the expression
for B(w)A(z) is obtained by replacing [z − w]−i−1 in (2.15) by (−1)i+1[w − z]−i−1.
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2.4. Let us explain operator product expansions. Let C(z, w) be a formal Laurent series
of (z, w) with coefficients in Â such that, for i ∈ N, the expression [( ∂

∂z )iC(z, w)]z=w is
well-defined as a formal series of w with coefficients in Â . For example, it is the case for
C(z, w) = .

.
∏M

m=1 am(z)
∏N

n=1 bn(w).. under the notation in 2.3. Formally we put

(2.17) Res
z=w

C(z, w) dz

(z − w)i+1
:=

[
1
i!

(
∂

∂z

)
C(z, w)

]

z=w

for i ∈ N.

Let A(z), B(w) and Ci(z, w) be formal Laurent series in z, w and (z, w) with coefficients
in Â . Suppose that each Ci(z, w) has the same property of C(z, w). Expand A(z) in the
form

∑
m∈Z z−m−hAm. If we have

(2.18) [Am, B(w)] =
N∑

i=0

Res
z=w

zm+h−1Ci(z, w) dz

(z − w)i+1
for m ∈ Z,

then we write

(2.19) A(z)B(w) ∼ ∑
i=0

Ci(z, w)
(z − w)i+1

,

and say that the operator product expansion (OPE, for short) of A(z)B(w) is equal to
the right-hand side of this.

Lemma 2.2. Under the notation in 2.3, if A(z) and B(w) is defined by (2.10), then
there is an OPE of A(z)B(w).

This is easily deduced from the Wick theorem. In fact, an OPE of A(z)B(w) can be

calculated by substituting [z − w]−i−1 in (2.15) for
1

(z − w)i+1
.

Example. For α, β ∈ ∆+ and m,n ∈ N, put A(z) := .
.xα(z)mδβ(z).. and B(w) :=

.

.xβ(w)nδα(w)... Then, using the Wick theorem (Lemma 2.1), we obtain

(2.20)

A(z)B(w)
= .

.xα(z)mδβ(z)xβ(w)nδα(w).. + n[z − w]−1..xα(z)mxn−1
β (w)δα(w)..

−m[z − w]−1..xα(z)m−1δβ(z)xβ(w)n.
. −mn[z − w]−2..xα(z)m−1xβ(w)n−1...

Hence the OPE of A(z) and B(w) is written in the following form:

(2.21)
A(z)B(w) ∼ n

.

.xα(z)mxn−1
β (w)δα(w).. −m

.

.xα(z)m−1δβ(z)xβ(w)n.
.

z − w

− mn
.
.xα(z)m−1xβ(w)n−1..

(z − w)2
.
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2.5. Let Ô be the closed subalgebra of Â topologically generated by {xα[m] | α ∈
∆+, m ∈ Z }. The Lie algebra Lg ⊕ d has been defined in 0.3. We shall introduce an
action of Lg⊕ d on Ô and certain 2-cocycles of Lg⊕ d with coefficients in Ô . Put

(2.22) X̃(z) :=
∑

α∈∆+

.

.Rα(X;x(z))δα(z).. +
r∑

i=1

ρi(X; x(z))pi(z) for X ∈ g,

where we use the notation x(z) := (xα(z))α∈∆+ . Define the energy-momentum tensor
T (z) by (0.8).

Lemma 2.3. We have the following OPE’s:

X̃(z)Ỹ (w) ∼ [̃X, Y ](w)
z − w

+
Ω1(X,Y ; z, w)

(z − w)2
for X, Y ∈ g,(2.23)

T (z)X̃(w) ∼
∂

∂w X̃(w)
z − w

+
X̃(w)

(z − w)2
+

Ω2(X; w)
(z − w)3

for X ∈ g,(2.24)

T (z)T (w) ∼
∂

∂wT (w)
z − w

+
2T (w)

(z − w)2
+

c/2
(z − w)4

,(2.25)

where we put

Ω1(X,Y ; z, w) :=− ∑
α,β∈∆+

.

.
∂

∂xβ
Rα(X;x(z))

∂

∂xα
Rβ(Y ; x(w))..

+
r∑

i,j=1

κ(Hi|Hj)ρi(X; x(z))ρj(Y ;x(w)),
(2.26)

Ω2(X;w) :=
∑

α∈∆+

.

.
∂

∂xα
Rα(X; x(w)).. + 2

r∑
j=1

ρj(X; x(w)),(2.27)

c := dim g− 12(ρ|ρ)/κ.(2.28)

The proof is straightforward by the Wick theorem (Lemma 2.1). We remark that c =
(κ − g∗) dim g/κ because of the strange formula g∗ dim g = 12(ρ|ρ), where g∗ is the dual
Coxeter number of ĝ.

The linear map π̃ from Lg⊕ d to Â is defined by the following expansions:

X̃(z) =
∑

m∈Z
z−m−1π̃(X ⊗ tm) for X ∈ g,(2.29)

T (z) =
∑

m∈Z
z−m−2π̃(−tm+1 d

dt ).(2.30)

Owing to the Wick theorem, we can define the representation of Lg⊕ d on Ô by

(2.31) a · f :=
[
π̃(a), f

]
for a ∈ Lg⊕ d and f ∈ Ô .

We define the linear map ω from
∧2(Lb+ ⊕ d) to Â by

(2.32) ω(a, b) :=
[
π̃(a), π̃(b)

]− π̃([a, b]) for a, b ∈ Lg⊕ d.
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By definition, ω satisfies the cocycle condition. Since Ω1 and Ω2 are formal series with
coefficients in Ô , the 2-cocycle ω is valued in Ô . Thus we obtain the 2-cocycle ω of Lg⊕d
with coefficients in Ô . In addition, we define the standard 2-cocycle c2 of Lg ⊕ d with
coefficients in C ⊂ Ô by the following:

c2(X ⊗ f, Y ⊗ g) = k Res
t=0

(f ′g dt)(2.33-1)

c2(f d
dt , g

d
dt ) :=

c

12
Res
t=0

(f ′′′g dt),(2.33-2)

c2(f d
dt , X ⊗ g) = 0 for X, Y ∈ g and f, g ∈ C[t, t−1],(2.33-3)

where we put k := κ − g∗. The standard 2-cocycle c2 is nothing but the 2-cocycle given
by the level k affine Lie algebra and the Sugawara construction of the Virasoro operators.
In Section 4, we shall prove that ω and c2 give the same cohomology class.

2.6. Let us summarize some results on ω immediately following from Lemma 2.3.

Lemma 2.4. The restriction of ω on
∧2(Lb+ ⊕ d) coincides with that of c2.

Proof. It follows from (2.25) that ω = c2 on
∧2

d. Applications of Lemma 1.1 and 1.2 to
(2.23) show that ω = c2 on

∧2
Ln+. It is deduced from Lemma 1.1 and (2.24) that ω = c2

on d ∧ Ln+. By Lemma 1.2 and (2.26), we obtain that, for i, j = 1, · · · , r,

(2.34) Ω1(Hi,Hj ; z.w) = − ∑
α,β∈∆+

(α|Hi)(β|Hj) + κ(Hi|Hj) = (κ− g∗)(Hi|Hj).

This means that ω = c2 on
∧2

Lh. By Lemma 1.2 and (2.27), we obtain that, for i =
1, · · · , r,

(2.35) Ω2(Hi; w) = − ∑
α∈∆+

(α|Hi) + 2 = −2(ρ|Hi) + 2 = 0.

Thus ω = c2 on d ∧ Lh.

Lemma 2.5. For every X ∈ g and H ∈ h, the formal series Ω1(H,X; z, w) does not
contain the formal variable z.

This is immediately deduced from Lemma 1.2 and 2.3.
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3. Lie algebra cohomologies

3.1. In this section, we shall introduce a certain cohomology H̃
.(L, V ) of a Z-graded

Lie algebra L with coefficients in a Z-graded L-module V . We shall define H̃p(L, V ) as
the p-th cohomology group of a certain subcomplex of the standard one. We define the
Z-gradation of Lg⊕ d by

(3.1) (Lg⊕ d)[m] := g⊗ tm ⊕ Ctm+1 d
dt for m ∈ Z,

and the Z-gradation of Ô by

(3.2) Ô [m] := Ô ∩ Â [m] for m ∈ Z.

We shall mainly deal with H̃
.(Lg⊕ d, Ô ).

3.2. Let us recall the definition of the usual Lie algebra cohomology. For a Lie algebra L
and an L-module V , the group of p-cochains is defined by

(3.3) Cp = Cp(L, V ) := HomC(
∧p L, V ) for p ≥ 0.

We put Cp := 0 for p < 0 in convention. The differential d : Cp → Cp+1 is defined by

(3.4)

(df)(l1, · · · , lp+1) :=
∑

1≤i≤p+1

(−1)i−1li
(
f(l1, · · · , l̂i, · · · , lp+1)

)

+
∑

1≤i<j≤p+1

(−1)i+jf([li, lj ], l1, · · · , l̂i, · · · , l̂j , · · · , lp+1)

for f ∈ Cp and li ∈ L, where the hats denote the eliminations of the arguments. The
group of p-cocycles and that of p-coboundaries are defined by

(3.5) Zp := Ker(d : Cp → Cp+1) and Bp := Im(d : Cp−1 → Cp).

The p-th cohomology group of L with coefficients in V is defined by

(3.6) Hp(L, V ) := Zp/Bp.

3.3. Now let us introduce a cohomology H̃
.(L, V ). Assume that L =

⊕
m∈Z L[m] is a Z-

graded Lie algebra and V =
⊕

m∈Z V [m] is a Z-graded L-module. Let M =
⊕

m∈ZM [m]
and N =

⊕
m∈ZN [m] be Z-graded vector spaces. Then a linear map f from M to N can

be uniquely represented in the following form

(3.7) f =
∑

m∈Z
f [m], where f [m](M [n]) ⊂ N [m + n].

In this notation, we put

(3.8) H̃omC(M,N) := { f ∈ HomC(M, N) | f [m] 6= 0 only for finitely many m’s }.
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We define the Z-gradation of
∧p L by

(3.9)
(∧p L)

[m] :=
∑

m1+···+mp=m
L[m1] ∧ · · · ∧ L[mp] for m ∈ Z.

The subgroup C̃p of Cp is defined by

(3.10) C̃p = C̃p(L, V ) := H̃omC(
∧p L, V ).

Since (df)[m] = d(f [m]) for f ∈ Cp, the direct sum
⊕

m∈Z C̃p is closed under the action
of d. Thus we can define the cohomology H̃

.(L, V ) by

(3.11) H̃p(L, V ) := Z̃p(L, V )/B̃p(L, V ) for p ∈ Z,

where we put

(3.12) Z̃p(L, V ) := Ker(d : C̃p → C̃p+1) and B̃p(L, V ) := Im(d : C̃p−1 → C̃p).

Lemma 3.1. The 2-cocycle ω defined by (2.32) belongs to Z̃2(Lg⊕ d, Ô ).

For the proof, it suffices to see that ω belongs to C̃2(Lg⊕, Ô ). But then this is obvious
by Lemma 2.3.

Regarding C as a Z-graded vector space by

(3.13) C[0] := C and C[m] := 0 for m 6= 0.

we obtain the following.

Lemma 3.2. Let S be a Z-graded subalgebra of Lb− ⊕ d. Put L:=Ln+ ⊕ S. Suppose

that L is a subalgebra of Lg⊕ d. Then there is a canonical isomorphism from H̃
.(L, Ô )

onto H̃
.(S,C). (In the proof, we can find the explicit form of this isomorphism.)

Proof. Step 1. In order to apply the theory of spectral sequences to the complex C̃
.(L, Ô ),

we shall introduce certain filtrations as follows. Define the increasing filtration of
∧n L

by

(3.14) Fa

∧n L :=
∧a L ⊗∧n−a S ⊂ ∧n L for a = 0, 1, · · · , n.

Put Gra(
∧n L) := (Fa

∧n L)/(Fa−1

∧n L). Then we have

(3.15) Gra(
∧n L) ' ∧a(L/S)⊗∧n−a S for a = 0, 1, · · · , n.

Define the Z-gradation and the decreasing filtration of O by

GaO :=
( ∑

α∈∆+

∑
m∈Z

Cxα[m]
)a

⊂ O,(3.16)

F aO :=
⊕
i≥a

GaO for a ∈ N.(3.17)
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Then we have F 0O = O and F aO = GaO ⊕ F a+1O. Put

(3.18) GaÔ := (GaO) ,̂ F aÔ := (F aO) ,̂ and Gra Ô := F aÔ /F a+1Ô ,

where ( )̂denotes the closure in Ô . Then we have F 0Ô = Ô and F aÔ = GaÔ ⊕F a+1Ô ,
hence

(3.19) Gra Ô ' GaÔ as topological vector spaces.

In the following, we identify Gra Ô with GaÔ . We remark that Gr0 Ô ' G0Ô = C. We
define the decreasing filtration of C̃n(L, Ô ) by

(3.20)
F p,n−p := F pCn(L, Ô )

:= { f ∈ C̃(L, Ô ) | f(Fa

∧n L) ⊂ F p−aÔ for a = 0, 1, · · · , n }.

It is obvious that this filtration is compatible with the differential: dF p,n−p ⊂ F p,n+1−p.
Step 2. Let us consider the spectral sequence Ep,q

a attached to the filtration F p,q. The
E0 terms shall be determined as follows. Putting

(3.21) Ep,n−p
0 (a) := H̃omC(Gra(

∧n L),Grp−a Ô ),

we obtain

(3.22) Ep,n−p
0 = F p,n−p/F p+1,n−p−1 '

p⊕
a=0

Ep,n−p
0 (a).

By definition of L and S, we have

(3.23) L · F p−aÔ ⊂ F p−a−1Ô and S · F p−aÔ ⊂ F p−aÔ .

Thus we obtain the following induced maps:

σ−1(l) : Grp−a Ô → Grp−a−1 Ô for l ∈ L,(3.24)

σ0(s) : Grp−a Ô → Grp−a Ô for s ∈ S.(3.25)

For l ∈ L, let l̄ denote the class in L/S represented by l. Then σ−1(l) depends only on
l̄ ∈ L/S. In the above notation, the induced differential dp

0 of Ep
0 is written in the following

form:

(3.26)

dp
0f(l̄1, · · · , l̄a, s1, · · · , sn+1−a)

:=
∑

1≤i≤a

(−1)i−1σ−1(li)f(l̄1, · · · ,̂̄li, · · · , l̄a, s1, · · · , sn+1−a)

+
∑

1≤i≤a

(−1)i−1σ0(si)f(l̄1, · · · , l̄as1, · · · , ŝi, · · · , sn+1−a)

+
∑

1≤i≤a
1≤j≤n+1−a

(−1)i+j−1f([li, sj ], l̄1, · · · ,̂̄li, · · · , l̄a, s1, · · · , ŝj , · · · , sn+1−a)

+
∑

1≤i<j≤n+1−a

(−1)i+j+af(l̄1, · · · , l̄a, [si, sj ], s1, · · · , ŝi, · · · , ŝj , · · · , sn+1−a),
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where f ∈ Ep,n−p
0 , li ∈ L and sj ∈ S.

Step 3. Let us calculate the E1 terms. The group Ep,n−p
1 is the n-th cohomology group

of the complex (Ep,.−p
0 , dp

0). As a special case of the results in Step 1, we have obtained
E0,n

0 ' H̃omC(
∧n S,C) = C̃n(S,C). This implies that

(3.27) E0,n
1 = H̃n(S,C) for n ∈ Z.

In the following, we shall show that Ep,n
1 = 0 if p 6= 0. For this purpose, we introduce

the linear map η from Ep,n−p
0 to Ep,n−1−p

0 by

(3.28)

ηf(l̄1, · · · , l̄a−1, s1, · · · , sn−a)

:=
∑

α∈∆+
m∈Z

xα[m]f(eα ⊗ t−m, l̄1, · · · , l̄a−1, s1, · · · , sn−a),

where f ∈ Ep,n−p
0 , li ∈ L and sj ∈ S. In order to check the well-definedness of η, we have

to prove that the right-hand side of (3.28) converges in Grp−a+1 Ô = Gp−a+1Ô . Because
of the definition of H̃om, we can suppose that f = f [M ] and l1∧· · ·∧la−1∧s1∧· · ·∧sn−a ∈
(
∧n−1 L)[N ] for some M and N . Putting

Xα,m := f(eα ⊗ t−m, l̄1, · · · , l̄a−1, s1, · · · , sn−a),(3.29)
µ(m) := max{m, M + N −m},(3.30)

we obtain

(3.31) xα[m]Xα,m ∈ Gp−a+1Ô ∩ Â µ(m)[M + N ].

The subspace Gp−a+1Ô is closed in Â . Hence, by the definition of Â [M + N ], it follows
that the right-hand side of (3.28) converges in Gp−a+1Ô .

From Lemma 1.1 and the definition of π̃, we can write

(3.32) σ−1(eα ⊗ t−m) =
∂

∂xα[m]
for α ∈ ∆+ and m ∈ Z.

Furthermore, we find that

(3.33) [σ−1(l), σ0(s)] = σ−1([l, s]) for l ∈ L and s ∈ S.

We can deduce from (3.32) and (3.33) that, for s ∈ S,

(3.34)
∑

α∈∆+
m∈Z

{
[σ0(s), xα[m]]⊗ (eα ⊗ t−m) + xα[m]⊗ [s, eα ⊗ t−m]

}
= 0.

Tedious calculations using (3.32) and (3.34) show that

(3.35) ηdp
0 + dp

0η = p id on Ep,.−p
0 .

Thus, if p 6= 0, then p−1η is a homotopy operator joining the identity map of Ep,.−p with
the zero map. Consequently we find that

(3.36) Ep,n−p
1 = 0 for p 6= 0 and n ∈ Z.

Step 4. We obtain from (3.27) and (3.36) that

(3.37) H̃n(L, Ô ) ' E0,n
∞ ' E0,n

1 ' H̃n(S,C) for n ∈ Z.
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Lemma 3.3. H̃1(Lb+ ⊕ d, Ô ) = 0.

Proof. Applying Lemma 3.2 to the case S = Lh⊕ d, we obtain

(3.38) H̃1(Lb+ ⊕ d, Ô ) ' H̃1(S,C) ' Z̃1(S,C).

But it is obvious that [S,S] = S, hence Z̃1(S,C) = 0.

Lemma 3.4. H0(Ln+, Ô ) = C.

Proof. An application of Lemma 3.2 to the case S = 0 yields that

(3.39) H̃0(Ln+, Ô ) ' H̃0(0,C) = H̃omC(C,C) = C.

But then it is easy to see that H̃0(Ln+, Ô ) = H0(Ln+, Ô ).

3.4. In the next section, we shall need the following lemma.

Lemma 3.5. The inclusion map from Lh ⊕ d into Lb− ⊕ d induces the isomorphism

from H̃p(Lb− ⊕ d,C) onto H̃p(Lh⊕ d,C).

This is the special case of the following lemma.

Lemma 3.6. Let L be a Z-graded Lie algebra and h an element of L. Suppose that
the adjoint action of h on L is diagonalizable. Put La := { l ∈ L | [h, l] = al } for a ∈ C.

Define the C-gradation of
∧p L and that of C̃p = C̃p(L,C) by

(
∧p L)a :=

∑
a1+···+ap=a

La1 ∧ · · · ∧ Lap ,(3.40)

(C̃p)a := { f ∈ C̃p | f((
∧p L)b) = 0 for b 6= a } for a ∈ C.(3.41)

Then (C̃.)a is a subcomplex of C̃
.
. Furthermore H̃p(L,C) is isomorphic to the p-th

cohomology group of (C̃.)0.

Proof. Since the first assertion is obvious, it suffices to show the second assertion. We can
define the linear map i(h) from C̃p to C̃p−1 by

(3.42) (i(h)f)(l1, · · · , lp−1) := f(h, l1, · · · , lp−1) for li ∈ L.

Then i(h)(C̃p)a ⊂ (C̃p−1)a for a ∈ C. Moreover a straightforward computation shows
that i(h)d + d i(h) = a id on (C̃.)a for a ∈ C. Hence, if a 6= 0, then a−1i(h) is a
homotopy operator joining the identity mapping of (C̃.)a with the zero map. It follows
that Hp((C̃.)a) = 0 for a 6= 0. Hence we conclude that

(3.43) H̃p(L,C) = Hp(C̃.) =
⊕
a∈C

Hp((C̃.)a) = Hp((C̃.)0).
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4. Fock space representations of affine Lie algebras

4.1. The results of the previous section admit us to prove the following theorem, which
is a starting point of the theory of Fock space representations of the affine algebras.

Theorem 4.1. There is a unique element Γ of C̃1(Lg ⊕ d, Ô ) satisfying the following
properties:

dΓ = c2 − ω in B̃2(Lg⊕ d, Ô ),(4.1)
Γ = 0 on Lb+ ⊕ d.(4.2)

Proof. Existence. From Lemma 2.4 and 3.1, it follows that ω and c2 define the same
cohomology class in H̃2(Lh ⊕ d,C). On the other hand, Lemma 3.2 and 3.5 yield the
following isomorphisms:

(4.3) H̃2(Lg⊕ d, Ô ) ' H̃2(Lb− ⊕ d,C) ' H̃2(Lh⊕ d,C).

Hence there is an element Γ̃ of C̃1(Lg ⊕ d, Ô ) such that dΓ̃ = c2 − ω in B̃2(Lg ⊕ d, Ô ).
Because of Lemma 2.4, it is found that dΓ̃ = 0 on

∧2(Lb+ ⊕ d). Thus, by Lemma 3.3, it
is possible to find a ∈ Ô = C̃0(Lb+ ⊕ d,C) so that Γ̃ = da on Lb+ ⊕ d. Put

(4.4) Γ := Γ̃− da ∈ C̃1(Lg⊕ d, Ô ).

Then it is obvious that Γ satisfies (4.1) and (4.2).
Uniqueness. Suppose that Γ′ is an element of C̃1(Lg ⊕ d, Ô ) satisfying the conditions

similar to (4.1) and (4.2). Put u := Γ′ − Γ. Then du = 0 in B̃2(Lg⊕ d, Ô ) and u = 0 on
Lb+⊕ d. By Lemma 3.3, it is possible to choose b ∈ Ô so that u = db on Lb+⊕ d. Hence,
from Lemma 3.4, it follows that b is in C. Thus u = db = 0.

Definition. In the notation in Theorem 4.1, we can define the Lie algebra homomorphism
π from the affine-Virasoro algebra ĝ⊕ Vir to Â by

π(X ⊗ f) := π̃(X ⊗ f) + Γ(X ⊗ f) for X ∈ g and f ∈ C[t, t−1],(4.6)
π(f d

dt ) := π̃(f d
dt ) for f ∈ C[t, t−1],(4.7)

π(K) := k = κ− g∗ and π(C) := c = k dim g/κ.(4.8)

We call Γ the correction for currents. (For the definition of π̃, see (2.21) and (2.22).)
Recall that Â acts on the Fock space Fλ where λ ∈ h∗. Thus we obtain a representation
of ĝ ⊕ Vir on Fλ, which is called the Fock space representation of the affine-Virasoro
algebra.

It is easy to see that the vector |λ〉 ∈ Fλ satisfies the highest weight condition (0.11)
for ĝ ⊕ Vir. For X ∈ g and m ∈ Z, put X[m] := π(X ⊗ tm) and Lm := π(−tm+1 d

dt ).
Formally we define the current operator X(z) for X ∈ g by (0.9).
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4.2. Let us determine the explicit form of Γ. The condition (4.1) is equivalent to the
following:

(4.9) Γ([l1, l2]) = ω(l1, l2)− c2(l1, l2) + l1 · Γ(l2)− l2 · Γ(l1) for l1, l2 ∈ Lg⊕ d.

Hence, because of (4.2), the correction Γ is uniquely determined from the set {Γ(Fi⊗tm) |
i = 1, · · · , r and m ∈ Z }.
Proposition 4.2. There is a unique set {γi}r

i=1 of complex numbers such that

Γi(Fi ⊗ tm) = −γimxαi
[m] for i = 1, · · · , r and m ∈ Z.(4.10)

Equivalently we have

Fi(z) = F̃i(z) + γi∂xαi
(z) for i = 1, · · · , r.(4.11)

Proof. We fix i = 1, · · · , r in the following. Put Γi[m] := Γ(Fi ⊗ tm) for m ∈ Z and
Γi(z) :=

∑
m∈Z z−m−1Γi[m]. Let H be in h. Then Lemmas 2.3 and 2.5 imply the following

OPE:

(4.12) H(z)Γi(z) ∼ −(αi|H)Γi(w)
z − w

+
a(w)

(z − w)2
,

where a(w) is some formal Laurent series with coefficients in Ô . This implies that

(4.13) [H[0], Γi[n]] = −(αi|H)Γi[n] for H ∈ h and n ∈ Z.

In addition, Lemma 2.3 admits us to obtain the following OPE:

(4.14) T (z)Γi(z) ∼ ∂Γi(w)
z − w

+
Γi(w)

(z − w)2
+

b(w)
(z − w)3

,

where we put b(w) := Ω2(Fi; w). Denote the expansion of b(w) by
∑

m∈Z z−mbm. Then
(4.13) is equivalent to the following commutation relations:

(4.15) [Lm, Γi[n]] = −nΓi[m + n] +
(m + 1)m

2
bm+n for m,n ∈ Z.

As a special case of this, we obtain

(4.16) [L0, Γi[n]] = −nΓi[n] for n ∈ Z.

From (4.13) and (4.16), it is found that Γ[n] can be written in the following form:

(4.17) Γi[n] = anxαi [n] for n ∈ Z,

where {an}n∈Z is some set of complex numbers. Using this, rewrite (4.15) in the following
form:

(4.18)
(m + 1)m

2
bm+n =

(
nam+n − (m + n)an

)
xαi [m + n] for m,n ∈ Z.

Substituting m = −1 into (4.18), we obtain (n− 1)an = nan−1 for n ∈ Z. Hence the case
for m = 1 implies bn+1 = 0 for n ∈ Z. Furthermore, by the case for m = −2 and n = 1,
we obtain a1 = −a−1. Thus we conclude that an = −na−1 for n ∈ Z. Putting γi := a−1,
we finish the proof.
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Remark 4.3. For i = 1, · · · , r, the constant γi can be determined by the OPE of Ei(z)
and Fi(z). The result is the following. Define the constants {Nα,β} by

(4.19) [eα, eβ ] = Nα,βeα+β where α, β and α + β are in ∆.

For convenience, we put Nα,β := 0 unless α, β and α + β are roots of g. Recall that
positive roots have been numbered by a fixed order: ∆+ = {β1, · · · , βs}. We define the
total order ≺ in ∆+ by

(4.20) β1 ≺ β2 ≺ · · · ≺ βs.

In this notation,for i = 1, · · · , r, the constant γi can be written in the following form:

(4.21) γi =
2k

(αi|αi)
+

∑
α∈∆+
αÂαi

Nα,αiNα+αi,−αi .

4.3. For λ ∈ h∗, the Fock space Fλ decomposes into the weight subspaces. Putting, for
d ∈ N and µ ∈ h∗,

Fλ[d] := { v ∈ Fλ | L0v = (∆λ + d)v },(4.22-1)
Fλ[d, µ] := { v ∈ Fλ[d] | H[0]v = (µ|H)v for H ∈ h },(4.22-2)

we obtain Fλ =
⊕∞

d=0 Fλ[d] and Fλ[d] =
⊕

µ∈h∗ Fλ[d, µ]. We remark that Fλ[d, µ] is
finite dimensional. Define the dual Fock space F†λ by

(4.23) F†λ :=
∞⊕

d=0

F†λ[d],

where we put

(4.24) F†λ[d, µ] := HomC(Fλ[d, µ],C), F†λ[d] :=
⊕

µ∈h∗
F†λ[d, µ].

Then F†λ possesses the natural right ĝ ⊕ Vir-module structure. Denote by 〈 | 〉 the nat-
ural pairing of F†λ and Fλ. Note that Fλ[0] is a g-submodule of Fλ and spanned by
{∏

β∈∆+
xβ [0]Iβ | (Iβ)β∈∆+ ∈ N∆+ }. Using this and the definition of π, we can prove the

following.

Proposition 4.4. As g-modules, Fλ[0] and F†λ[0] are isomorphic to M∗
λ and M†

λ, re-
spectively.
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4.4. Let {Jp}dim g
p=1 be an orthonormal basis of g with respect to the Killing form. For

p = 1, · · · ,dim g and m,n ∈ Z, put

(4.25) ◦
◦J

p[m]Jp[n]◦◦ :=
{

Jp[m]Jp[n] if m ≤ n,
Jp[n]Jp[m] if m > n.

The Sugawara energy-momentum tensor T SUG(z) is defined by (0.12). Then, expanding
T SUG(z) in the form

∑
m∈Z z−m−2LSUG

m , we obtain a set {LSUG
m }m∈Z of operators acting

on the Fock spaces. Let π′ be the linear map from ĝ⊕ Vir to EndC Fλ given by

(4.26) X ⊗ tm 7→ X[m], tm+1 d
dt 7→ −LSUG

m , K 7→ k id, C 7→ c id,

where X ∈ g and m ∈ Z. Then π′ is a representation of ĝ ⊕ Vir on Fλ. The vector
|λ〉 ∈ Fλ satisfies

(4.27) LSUG
0 |λ〉 = ∆λ|λ〉 and LSUG

m |λ〉 = 0 for m > 0.

Theorem 4.5. For every κ 6= 0, λ ∈ h∗ and m ∈ Z, we have

(4.28) Lm = LSUG
m as operators acting on Fλ.

Proof. For λ ∈ h∗, the algebra automorphism τλ of Â is uniquely characterized by the
conditions

(4.29)
τλ(pi[m]) := pi[m] + (λ|Hi)δm,0,

τλ(xα[m]) = xα[m], τλ(δα[m]) = δα[m],

where m ∈ Z, α ∈ ∆+ and i = 1, · · · , r. Then the representation of ĝ ⊕ Vir on F0

given by the composition τλ ◦ π is isomorphic to that on Fλ given by π. For m,n ∈ Z
and α, β ∈ ∆, the operator πλ(eα ⊗ tm) polynomially depends on λ as a linear map from
F0[n, β] to F0[−m+n, α+β]. Similarly, for m,n ∈ Z and α ∈ ∆, the operator πλ(tm+1 d

dt )
polynomially depends on λ as a linear map from F0[n, α] to F0[−m + n, α]. Hence, for
the proof of the theorem, it suffices to show (4.28) for generic λ’s. It is easy to see that
the character of Fλ is equal to that of the Verma module Mk,λ of ĝ with level k = κ− g∗

and highest weight λ. Hence, for a generic λ ∈ h∗, the Verma module Mk,λ is irreducible
and isomorphic to Fλ. It suffices to prove the theorem for such a λ. It is obvious that
[Lm − LSUG

m , X[n]] = 0 for X ∈ g and m,n ∈ Z. By the definition of LSUG
m , it follows

that [Lm − LSUG
m , LSUG

n ] = 0 for m,n ∈ Z. This implies that [Lm − LSUG
m , Ln − LSUG

n ] =
[Lm, Ln]− [LSUG

m , LSUG
n ] for m,n ∈ Z. Hence the representation of Vir on Fλ with central

charge 0 can be defined by −tm+1 d
dt 7→ Lm − LSUG

m for m ∈ Z. But the Schur lemma
implies that Lm −LSUG

m = am id as operators acting on Fλ for some am ∈ C. Thus, a bit
computation shows that Lm − LSUG

m = 0 for m ∈ Z.
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5. Screening operators and integral representations

5.1. In the previous section, we have defined the Fock space representations of the affine-
Virasoro algebra and determined the explicit form of the correction for currents. Ad-
ditionally, we have proved that the energy-momentum tensor written by free bosons are
equal to the Sugawara one on the Fock spaces. In this section, we shall construct screening
operators. Consequently, we shall obtain integral representations of correlation functions
in the WZW model.

5.2. Let λ and µ be in h∗. The linear isomorphism eq[λ] from Fµ onto Fλ+µ is uniquely
characterized by the condition (0.14). Formally we put zp[H;0]v = z(λ|H)v for v ∈ Fλ and
H ∈ h. We extend the normal product .

.
.
. to them by

(5.1) .
.a−eq[λ]zp[λ;0]a0a+

.

. := a−eq[λ]zp[λ;0]a0a+ for a0 ∈ A0 and a± ∈ A±.

Then the bosonic vertex operator V (λ; z) defined by (0.15) is formally written in the form

(5.2) V (λ; z) = .
.eq(λ;z)..,

where we put

(5.3) q(λ; z) := q[λ] +
1
κ

{
p[λ; 0] log z +

∑
m 6=0

z−m

−m
p[λ; z]

}
.

We have the following OPE’s:

p(H; z)V (λ;w) ∼ (λ|H)
z − w

V (λ; w) for H ∈ h,(5.4)

T (z)V (λ;w) ∼ ∂V (λ;w)
z − w

+
∆λV (λ;w)
(z − w)2

.(5.5)

Recall that, for Y ∈ n+ and α ∈ ∆+, the polynomial Sα(Y ; x) in x = (xα)α∈∆+ has been
defined by (1.10). For i = 1, · · · , r, put

Si(z) :=
∑

α∈∆+

.

.Sα(Ei;x(z))δα(z)..,(5.6)

Vi(z) := V (−αi; z) = .
.eq(−αi;z)..,(5.7)

si(z) := Si(z)Vi(z),(5.8)

where we use the notation x(z) = (xα(z))α∈∆+ . We remark that Si(z) commutes with
Vi(w). If we expand si(z) in the form eq[λ]

∑
m∈Z si[m]z−m+p̃[λ,0], then si[m] is well-defined

as an element of Â .

Theorem 5.1. For i = 1, · · · , r, the operator si(z) satisfies the following OPE’s:

T (z)si(w) ∼ ∂

∂w

{
si(w)
z − w

}
,(5.9-1)

X(z)si(w) ∼ 0 for X ∈ b+,(5.9-2)

Fj(z)si(w) ∼ −κδi,j
∂

∂w

{
Vi(w)
z − w

}
for j = 1, · · · , r.(5.9-3)

(These OPE’s are equivalent to the commutation relations (0.17).)
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Definition. We call {si(z)}r
i=1 the set of screening operators.

Proof of Theorem 5.1. Since ∆αi
= 0, it follows from (5.5) that T (z)Vi(z) ∼ ∂Vi(w)

z − w
.

Lemma 1.1 and the Wick theorem (Lemma 2.1) yield that

(5.10) T (z)Si(w) ∼ ∂Si(w)
z − w

+
Si(w)

(z − w)2
.

Therefore we obtain (5.9-1).
For X ∈ n+, the OPE (5.9-2) follows from Lemma 1.1, 1.4 and the Wick theorem. Let

H be in h. Using Lemma 1.1, 1.2, 1.4 and the Wick theorem, we can obtain H(z)Si(w) ∼
(αi|H)Si(w)

z − w
. Lemma 1.2 and the OPE (5.4) imply that

(5.11) H(z)Vi(w) ∼ p(H; z)Vi(w) ∼ − (αi|H)Vi(w)
z − w

.

Thus we obtain the OPE (5.9-2) for X = H.
Using Lemma 1.4 and the Wick theorem, we can show the following OPE:

(5.12)
Fj(z)si(w) ∼ δi,j

.

.pi(w)Vi(w).. + A(w)Vi(w)
z − w

+
B(w)Vi(w)
(z − w)2

=
−κδi,j∂Vi(w) + A(w)Vi(w)

z − w
+

B(w)Vi(w)
(z − w)2

,

where A(z) =
∑

m∈Z z−mAm and B(z) =
∑

m∈Z z−mBm for some Am, Bm ∈ Ô . This is
equivalent to the following commutation relations:

(5.13) [Fj [m], si(w)] = −κδi,jw
m∂Vi(w) + wmA(w)Vi(w) + mwm−1B(w)Vi(w),

for m ∈ Z. Take an element E of n+ and an integer n. Then E[n] commutes with si(w)
by (5.9-2). Hence, calculations of the commutators of E[n] and the both sides of (5.13)
show that

(5.14) wm[E[n], A(w)] + mwm−1[E[n], B(w)] = 0.

The case of m = 0 implies [E[n], A(w)] = 0. Hence we also obtain [E[n], B(w)] = 0. Thus
it follows from Lemma 3.4 that

(5.15) Am ∈ C and Bm ∈ C for m ∈ Z.

Compute the commutators of Ln and the both sides of (5.14). Then, owing to (5.9-1) and
(5.15), we find

(5.16) wm+n+1∂A(w) + (n + 1)wm+nA(w) + mwm+n∂B(w) = 0.
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Considering the special cases for (m,n) = (0,−1), (0, 0) and (1,−1) in order, we suc-
cessively obtain ∂A(w) = 0, A(w) = 0 and ∂B(w) = 0. Thus (5.13) is rewritten in the
form

(5.17) [Fj [n], si(w)] = −κδi,jw
m∂Vi(w) + B0mwm−1Vi(w).

Let H be in h. Then (5.11) implies that

(5.18) [H[n], Vi(w)] = −(αi|H)wnVi(w).

Using (5.15) and (5.18), compute the commutators of H[n] and the both sides of (5.17).
Then we obtain

(5.19) B0(αi|H)nwn+m−1 = −κδi,j(αj |H)nwn+m−1.

Since we can assume (αi|H) 6= 0, we obtain B0 = −κδi,j . Therefore (5.17) becomes

(5.20) [Fj [m], si(w)] = −κδi,j
∂

∂w{wmVi(w)} for m ∈ Z,

which is equivalent to the OPE (5.9-3).

Definition. Expand Si(z) in the form
∑

m∈Z z−m−1Si[m], where Si[m] ∈ Â . For i =
1, · · · , r, define the vector si in F−αi by

(5.21) si := Si[−1] | − αi〉 =
[
si(z)|0〉 ]

z=0
.

We call {si}r
i=1 the set of screening vectors.

Corollary 5.2. For i = 1, · · · , r, the screening vector si has the following properties:

L0si = si and Lmsi = 0 for m > 0,(5.22-1)
X[m]si = 0 for X ∈ b+ and m ≥ 0,(5.22-2)
Fj [0]si = −κδi,jL−1| − αi〉, Fj [1]si = −κδi,j | − αi〉,(5.22-3)
Fj [m]si = 0 for m ≥ 2 and j = 1, · · · , r.

From L−1|0〉 = 0 and Theorem 5.1, we can easily find the proof of this.

5.3. Till now, we have regarded z and w as formal variables. But, in the following, we have
to consider z and w as complex parameters. Let V be a vector space and λ in h∗. For m =
(m1, · · · ,mN ) ∈ ZN , let Am be a linear map from V to Fλ. Put A(z) :=

∑
m∈ZN z−mAm,

where we use the notations z := (z1, · · · , zN ) and z−m := z−m1
1 · · · z−mN

N . We say that
A(z) converges at z ∈ CN , if the following infinite sum converges at z for every u ∈ F†λ
and v ∈ V :

(5.23) 〈u|A(z)v〉 :=
∑

m∈ZN

z−m〈u|Amv〉.
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Then A(z) is regarded as a linear functional on F†λ⊗V . Of course, the operators introduced
in the present paper converge in C× = { z ∈ C | z 6= 0 }, for example,

(5.24) xα(z), δα(z), pi(z), X(z), T (z), V (λ; z), Si(z), si(z), etc.,

where α ∈ ∆+, X ∈ g, λ ∈ h∗ and i = 1, · · · , r. However we should pay attention
to the fact that V (λ; z) and si(z) are multivalued in z. Put w := (w1, · · · , wL) and
UL := {w ∈ CL | wi 6= wj if i 6= j }. For i = 1, · · · , L, let Ai(z) be one of the operators
in (5.24). Then the composition A1(w1) · · ·AL(wL) converges in {|w1| > · · · > |wM | > 0}
and is analytically prolongable to w in UL. We denote the result of this prolongation
by

∏L
i=1 Ai(wi). Furthermore, if {Ai(z)}L

i=1 contains neither V (λ; z) nor si(z), then∏L
i=1 Ai(wi) is single-valued in w and independent of the order of the composition. On

the other hand, if {Ai(z)}L
i=1 contains V (λ; z) or si(z), then

∏L
i=1 Ai(wi) is, in general,

multivalued in w and is independent of the order of the composition if we ignore its phase
factor.

5.4. Let us define conformal blocks, which is the most fundamental objects in conformal
field theories.

Definition. Let λ1, · · · , λN and λ∞ be in h∗ and Φ a linear map from F†λ∞ ⊗⊗N
a=1 Fλa

to the space of multivalued regular functions on UN . Then Φ is called a conformal block
(of the WZW model on P1) for F†λ∞ ⊗⊗N

a=1 Fλa , if it satisfies the following conditions:
(B1) Let A(ζ) be one of the operators T (ζ) and X(ζ) for X ∈ g. For a fixed z =

(z1, · · · , zN ) ∈ UN , let f(ζ) be a rational function regular in { ζ ∈ C | ζ 6= z1, · · · , zN }.
For ua ∈ Fλa , u†∞ ∈ F†λ∞ and a = 1, · · · , N , put

ra := Res
ζ=za

(f(ζ)A(ζ − za) dζ)ua,(5.25-1)

r†∞ := u†∞ Res
ζ=∞

(f(ζ)A(ζ) dζ),(5.25-2)

va := u†∞ ⊗ u1 ⊗ · · · ⊗ ra ⊗ · · · ⊗ uN ,(5.25-3)
v∞ := r†∞ ⊗ u1 ⊗ · · · ⊗ uN ,(5.25-4)

where ra in va is placed at the a-th component. Then we have

(5.26) Φ(
N∑

a=1
va + v∞; z) = 0.

(B2) For ua ∈ Fλa , u†∞ ∈ F†λ∞ and a = 1, · · · , N , we have

(5.27) Φ(va; z) =
∂

∂za
Φ(u; z),

where we put u := u†∞ ⊗ u1 ⊗ · · · ⊗ uN and

(5.28) va := u†∞ ⊗ u1 ⊗ · · · ⊗ L−1ua ⊗ · · · ⊗ uN .
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Note. Physicists maybe prefer to use the following notation for conformal blocks:

(5.29) 〈u†∞(∞)u1(z1) · · ·uN (zN )〉Φ,= Φ(u†∞ ⊗ u1 ⊗ · · · ⊗ uN ; z)

where ua ∈ Fλa
and u†λ∞ ∈ F†λ∞ .

Lemma 5.3. Let µ1, · · · , µL and µ∞ be in h∗. Let Ψ be a conformal block for F†µ∞ ⊗⊗L
a=1 Fνa

and u′ in F†µ∞⊗
⊗L−1

a=1 Fµa
. Suppose that µL = −αi for some i = 1, · · · , r. For

a fixed w ∈ UL, let f(ζ) be a rational function on C regular at ζ = wL. Then we have
the following:

Ψ(u′ ⊗ r1; w) =
∂

∂wL

{
f(wL)Ψ(u′ ⊗ si;w)

}
,(5.30-1)

Ψ(u′ ⊗ r2(X); w) = 0 for X ∈ b+,(5.30-2)

Ψ(u′ ⊗ r2(Fj); w) = −κδi,j
∂

∂wL

{
f(wL)Ψ(u′ ⊗ | − αi〉; w)

}
(5.30-3)

for j = 1, · · · , r,

where we put

r1 := Res
ζ=wL

(f(ζ)T (ζ − wL) dζ)si,(5.31-1)

r2(Y ) := Res
ζ=wL

(f(ζ)X(ζ − wL) dζ)si for Y ∈ g.(5.31-2)

This follows from Corollary 5.2 and the definition of conformal blocks.
For µ1, · · · , µL ∈ h∗, put ~µ := (µ1, · · · , µL) and µ∞ :=

∑L
a=1 µa. The operator

V (~µ; w) defined by

(5.32) V (~µ;w) := .
.

L∏
a=1

eq(µa;wa)..
∏

1≤a<b≤L

(wa − wb)(µa|µb)/κ,

converges in UL. The following formula is widely known:

(5.33)
L∏

a=1
V (µa; wa) = V (~µ;w) up to phase factor.

Using the method in [TK2], we can prove the following two lemmas.

Lemma 5.4. Under the above notation, there is a unique conformal block Ψ of the
WZW model for F†µ∞ ⊗⊗L

a=1 Fνa with the following properties:

(1) Putting v0 := |µ1〉 ⊗ · · · ⊗ |µL〉, u0 := |0〉 and u†∞ := 〈λ∞|, we have

(5.34) Ψ(u†∞ ⊗ v0; w) = 〈u†∞|V (~µ;w)u0〉 =
∏

1≤a<b≤L

(wa − wb)(µa|µb)/κ.

(2) The condition (B2) also holds, even if A(ζ) is equal to one of the operators xα(ζ),
δα(ζ) and pi(ζ) where α ∈ ∆+ and i = 1, · · · , r.

30



Lemma 5.5. Under the same situation as in Lemma 5.4, suppose that L = N + M
and µN+b = −ατ(b) for some τ(b) ∈ N and any b = 1, · · · ,M . Let Ia(α) be in N for
a = 1, · · · , N and α ∈ ∆+. Put u0 := |0〉 and

ua :=
∏

α∈∆+

xα[0]Ia(α)|µa〉 for a = 1, · · · , N ,(5.35)

v := u1 ⊗ · · · ⊗ uN ⊗ sτ(1) ⊗ · · · ⊗ sτ(L)(5.36)

ψ(w) :=
N∏

a=1

∏
α∈∆+

xα(wa)Ia(α)
M∏

b=1

Sτ(b)(wN+b)
L∏

a=1
V (µa; wa).(5.37)

Then, for u†∞ ∈ F†µ∞ , the conformal block Ψ in Lemma 5.4 satisfies the following:

(5.38) Ψ(u†∞ ⊗ v;w) = 〈u†∞|ψ(w)u0〉 up to phase factor.

5.5. Let us construct integral representations of conformal blocks for F†λ∞ ⊗⊗N
a=1 Fλa .

For this purpose, we shall freely use the notation in 0.6 to 0.8. For example, (λ1, · · · , λN ) ∈
(h∗)N and λ∞ =

∑N
a=1 λa −

∑r
i=1 miαi for some mi ∈ N. Put M :=

∑r
i=1 mi and

L := N + M . Define w = (z, t) by (0.25) and ~µ by (0.26). Let Ψ be the conformal
block for F†µ∞ ⊗

⊗L
a=1 Fνa in Lemma 5.3. Define the multivalued function l(w) by (0.27).

Then (5.32), (5.33) and Lemma 5.4 (2) implies that, for each v ∈ F†µ∞ ⊗⊗L
a=1 Fνa , the

function Ψ(v;w) can be represented in the form Ψ(v; w) = l(w)f(w) where f(w) is some
rational function regular in UL. Let {Γ(z)} be a family of M -cycles with properties (0.28)
and (0.29). Define the linear map Φ from F†λ∞ ⊗⊗N

a=1 Fλa to the space of multivalued
function on UN by

(5.39) Φ(u; z) :=
∫

Γ(z)

Ψ(u⊗ s; z, t) dt for u ∈ F†λ∞ ⊗⊗N
a=1 Fλa ,

where we put

(5.40) s := sτ(1) ⊗ · · · ⊗ sτ(M) (a tensor product of the screening operators),

under the notation (0.24).

Theorem 5.6. Under the above notation, Φ is a conformal block for F†λ∞ ⊗
⊗N

a=1 Fλa .

Proof. It is easy to see from (0.29) that Φ satisfies (B2). Let A(ζ) be one of the operators
T (ζ) and X(ζ) for X ∈ g. For a fixed z = (z1, · · · , zN ) ∈ UN , let f(ζ) be a rational
function regular in { ζ 6= z1, · · · , zN }. Under the notation (5.25), define the vectors u and
v in F†λ∞ ⊗⊗N

a=1 Fλa by

u := u†∞ ⊗ u1 ⊗ · · · ⊗ uN ,(5.41-1)

v :=
N∑

a=1
va + v∞.(5.41-2)
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In addition, we put, for b = 1, · · · , N ,

rb(tb) := Res
ζ=ta

(f(ζ)A(ζ − ta) dζ)sτ(b)(5.42-1)

eb(tb) := sτ(1) ⊗ · · · ⊗ rb(tb)⊗ · · · ⊗ sτ(M),(5.42-2)

where rb(tb) in eb(tb) is placed at the b-the component. Define the vector e(t) in
⊗M

b=1 F−ατ(b)

by

(5.43) e(t) :=
M∑

b=1

eb(tb).

Since Ψ is a conformal block for F†µ∞ ⊗⊗L
a=1 Fνa

, we find that

(5.44) Ψ(v ⊗ s + u⊗ e(t); z, t) = 0.

On the other hand, Lemma 5.3 implies that

(5.45)
∫

Γ(z)

Ψ(u⊗ eb(tb); z, t) dt = 0 for b = 1, · · · ,M.

Thus it is proved that Φ satisfies (B1): Φ(v; z) = 0.

5.6. Now we shall show that the integral representation (5.39) of a conformal block implies
that of a solution of the KZ equation (0.23). Owing to Proposition 4.4, we can identify
Fλ[0] and F†λ[0] with M∗

λ and M†
λ, respectively. Thus the operator Ωa,b defined by (0.22)

acts on
⊗N

a=1 Fλa [0] and
⊗N

a=1 F†λa
[0].

Lemma 5.7 [KZ]. Let λ1, · · · , λN and λ∞ be in h∗ and Φ a conformal block for F†λ∞ ⊗⊗N
a=1 Fλa . Then, for ua ∈ Fλa [0] = M∗

λa
and u†∞ ∈ F†λ∞ [0] = M†

λ∞ , the conformal block
Φ satisfies the following conditions:
(1) For X ∈ g, putting

(5.46)
v := u†∞X[0]⊗ u1 ⊗ · · · ⊗ uN

−
N∑

a=1
u†∞ ⊗ u1 ⊗ · · · ⊗X[0]ua ⊗ · · · ⊗ uN .

we obtain Φ(v; z) = 0.
(2) For a = 1, · · · , N , we have

(5.47)
∂

∂za
Φ(u†∞ ⊗ u′; z) =

∑
1≤b≤N

b6=a

Φ(u†∞ ⊗ Ωa,bu
′; z)

za − zb
,

where we put u′ := u1 ⊗ · · · ⊗ uN .

Proof. Let X be in g and put A(ζ) := X(ζ). Then applications of (B2) to the cases
f(ζ) = 1 and f(ζ) = (ζ − za)−1 respectively imply (1) and the following:

(5.48)

Φ(u†∞ ⊗ u1 ⊗ · · · ⊗X[−1]ua ⊗ · · · ⊗ uN ; z)

=
∑

1≤b≤N
b6=a

Φ(u†∞ ⊗ u1 · · · ⊗X[0]ub ⊗ · · · ⊗ uN ; z)
za − zb

.
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By Lemma 4.5, we obtain

(5.49) L−1ua =
1
κ

dim g∑
p=1

Jp[−1]Jp[0]ua.

Thus, by (B2), we obtain

(5.50)

∂

∂za
Φ(u†∞ ⊗ u′; z)

=
1
κ

dim g∑
p=1

Φ(u†∞ ⊗ u1 ⊗ · · · ⊗ Jp[−1]Jp[0]ua ⊗ · · · ⊗ uN )

=
1
κ

∑
1≤b≤N

b 6=a

dim g∑
p=1

Φ(u†∞ ⊗ · · · ⊗ Jp[0]ua ⊗ · · · ⊗ Jp[0]ub ⊗ · · · ⊗ uN )
za − zb

.

Rewriting this by Ωa,b, we find (2).

Recall that the weight subspace M†
~λ,λ∞

has been defined by (0.19). Lemma 5.5 implies
the following.

Lemma 5.8. Under the same notation as in 5.5, we have

(5.51) Ψ(〈λ∞| ⊗ v ⊗ s; z, t) = 〈P (z, t)|v〉 up to phase factor for v ∈ M∗
~λ,λ∞

.

Theorem 5.9. Under the notation in 0.8, if F (z) is defined by (0.32), then F (z) is

valued in S†λ∞(M†
~λ
) and satisfies the KZ equation (0.23).

Proof. Let Φ denote the conformal block defined by (5.39). Then, by Lemma 5.8, we
obtain

(5.52) Φ(〈λ∞| ⊗ v; z) = 〈F (z)|v〉 for v ∈ M∗
~λ,λ∞

.

Therefore the theorem follows from Lemma 5.7.
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space resolutions of ŝl(n) representations. Commun. Math. Phys. 131, 125-155 (1990)

[BPZ] Belavin, A. A., Polyakov, A. M., Zamolodchikov, A. B.: Infinite conformal sym-
metry in two-dimensional quantum field theory. Nucl. Phys. B 241, 333-380 (1984)

[CE] Cartan, H., Eilenberg, S.: Homological algebra. Princeton, New Jersey: Princeton
University Press (1956)
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